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Abstract

Constraints on control-dependent processing have become a
fundamental concept in general theories of cognition that ex-
plain human behavior in terms of rational adaptations to these
constraints. However, theories miss a rationale for why such
constraints would exist in the first place. Recent work suggests
that constraints on the allocation of control facilitate flexible
task switching at the expense of the stability needed to support
goal-directed behavior in face of distraction. Here, we formu-
late this problem in a dynamical system, in which control sig-
nals are represented as attractors and in which constraints on
control allocation limit the depth of these attractors. We derive
formal expressions of the stability-flexibility tradeoff, showing
that constraints on control allocation improve cognitive flexi-
bility but impair cognitive stability. Finally, we provide evi-
dence that human participants adapt higher constraints on the
allocation of control as the demand for flexibility increases but
that participants deviate from optimal constraints.

Keywords: cognitive control; task switching; stability-
flexibility tradeoff; bounded rationality; capacity constraints

Introduction
Numerous theories of cognition are grounded in the assump-
tion that there are fundamental constraints on the allocation
of cognitive control (Anderson, 2013; Kurzban, Duckworth,
Kable, & Myers, 2013; Shenhav, Botvinick, & Cohen, 2013).
Theories that assume such limitations have been successful in
explaining how humans rationally allocate control under such
constraints (Lieder, Shenhav, Musslick, & Griffiths, 2018;
Musslick, Shenhav, Botvinick, & Cohen, 2015; Shenhav et
al., 2013). However, they do not provide a rationale for why
such limitations would exist in the first place.

A recent line of work attempts to explain the limita-
tions of control allocation in terms of fundamental compu-
tational dilemmas in neural processing systems. For instance,
Musslick et al. (2017) suggest that neural architectures are
subject to a tradeoff between learning efficiency that is pro-
moted through the use of shared task representations (Bengio,
Courville, & Vincent, 2013; Caruana, 1997), on the one hand,
and multitasking capability that is achieved through the sep-
aration of task representations, on the other hand (Allport,
1980; Musslick et al., 2016; Meyer & Kieras, 1997; Navon
& Gopher, 1979; Salvucci & Taatgen, 2008; Feng, Schwem-
mer, Gershman, & Cohen, 2014). From this perspective, lim-
itations in multitasking may reflect a preference of the neural
system to learn tasks more quickly (Musslick et al., 2017; Sa-
giv, Musslick, Niv, & Cohen, 2018).

One way to circumvent limitations in concurrent multi-
tasking is to execute multiple tasks in series, through flexible
switching between tasks (Salvucci, Taatgen, & Borst, 2009;
Fischer & Plessow, 2015). The serial execution of tasks,
however, gives rise to another tradeoff known as the stability-
flexibility dilemma: allocating more control to a task results
in greater activation of its neural representation but also in
greater persistence of this activity upon switching to a new
task, yielding switch costs (Ueltzhöffer, Armbruster-Genç, &
Fiebach, 2015; Goschke, 2000). By considering the prob-
lem in terms of the parameterization of a nonlinear dynami-
cal system, in which control signals are represented as attrac-
tors, Musslick, Jang Jun, Shvartsman, Shenhav, and Cohen
(2018) showed that constraints on control allocation can pro-
mote cognitive flexibility at the expense of cognitive stability.
Their simulations suggest that higher constraints on control
allocation are optimal in environments with higher demand
for task switches. While the simulations provide a compu-
tational rationale for constraints on control, a formal analysis
of the problem is lacking. It also remains to be tested whether
humans adapt their constraints on control in response to de-
mands for flexibility.

In this work, we analyze the model by Musslick et al.
(2018) from a dynamical system perspective and derive for-
mal definitions for cognitive stability and cognitive flexibil-
ity. We then prove that higher gains of a network’s activation
function (equivalent to inverse temperature, and thought to
reflect the effects of neuromodulatory neurotransmitters such
as dopamine and norepinephrine; Servan-Schreiber, Printz,
& Cohen, 1990; Liljenström, 2003; Cools, 2015) can bal-
ance this tradeoff towards cognitive stability at the cost of
cognitive flexibility. To assess whether human participants
adjust their constraints on control as a function of flexibility
demands, we fit the model to participants who performed a
task switching experiment with different rates of switching.
We specifically test the hypothesis that the behavior of partic-
ipants in highly flexible environments can be best described
by a lower gain, reflecting higher constraints on control al-
location. Finally, we use computational simulations to in-
vestigate whether participants adapt to the stability-flexibility
dilemma in a rational manner, by comparing fitted constraints
on control against optimal constraints on control.
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Recurrent Neural Network Model
We analyze the stability-flexbility tradeoff in a recurrent neu-
ral network model described by Musslick et al. (2018). The
model consists of a control module that simulates control con-
figurations as activities of processing units. The pattern of
activity associated with each control configuration evolves in
an attractor landscape over the course of trials. Within each
trial, the processing units bias an evidence accumulation pro-
cess in the decision module that integrates information about
the stimulus and generates a response.

Control Module
We simulate the amount of control allocated to a task as the
activity of a corresponding processing unit in a recurrent neu-
ral network. Here, we consider environments with two tasks,
and therefore two processing units, indexed by i, j ∈ {1,2}.
The activity of each unit is determined by its net input

neti(t) = wi,iacti(t)+wi, jact j(t)+ Ii (1)

which is a linear combination of the unit’s own activity
acti(t) multiplied by the self-recurrent weight wi,i, the activ-
ity act j(t) of the other unit j ∈ 1,2, j 6= i, multiplied by an
inhibitory weight wi, j, and an external input Ii (i.e., an ”in-
struction”) provided to the unit (see Figure 1A). The activities
for both processing units evolve across trials according to

dacti(t)
dt

=−acti(t)+
1

1+ e−g·neti(t)
(2)

where the g is the slope of a sigmoid activation function1.
The sigmoid activation function constrains the activity of
both units to lie between 0 and 1. The gain of the activa-
tion function g regulates the distance between the two control
attractors, with lower gain leading to a lower activation of
the currently relevant control unit and slightly higher activa-
tion of its competitor (see Figure 1B-C). From this perspec-
tive, lower gains impose higher constraints on the amount of
control that can be allocated to a task but facilitate switches
between tasks. Below, we provide a formal analysis of the
stability-flexibility dilemma as a function of gain.

Decision Module
We simulate the decision process using the drift diffusion
model (DDM, Ratcliff, 1978). On each trial, the decision
module integrates information along two stimulus dimen-
sions S1 and S2 of a single stimulus to determine a response.
Each dimension (e.g., color or motion of a moving dot stim-
ulus) can take one of two values (e.g., red or blue; up or
down), each of which is associated with one of two responses
(e.g. pressing left or right button). Each of the two tasks
requires mapping the current value of one of the two stim-
ulus dimensions to its corresponding response, while ignor-
ing the other dimension. Since both tasks involve the same

1The non-linear dynamical system presented in this work is for-
mally equivalent to the discrete time model by Musslick et al. (2018)
for a rate constant of 1.
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Figure 1: Model architecture. (A) The dynamics of the con-
trol module (blue) unfold over the course of trials and are
determined by external input signals I1, I2, recurrent connec-
tivity w1,1,w2,2 for each unit, as well as mutual inhibition
w1,2,w2,1 between units. The activity of each control unit bi-
ases the processing of a corresponding stimulus dimension
on a given trial. On each trial, the decision module accumu-
lates evidence for both stimulus dimensions towards one of
two responses until a threshold is reached. (B-C) Activation
trajectories for models with a (B) low and (C) high gain are
shown as a series of connected black dots, evolving from the
control attractor for task 1 (green) to the control attractor for
task 2 (blue). Contour lines and arrows indicate the energy
and shape of the attractor landscape after a task switch from
task 1 to task 2. Attractors for both tasks lie approximately
on the antidiagonal of the state space ( actdi f ) shown in red.

pair of responses, stimuli can be congruent (stimulus values
in both dimensions associated with the same response) or in-
congruent (associated with different responses). The drift of
the DDM integration process is determined by the combined
stimulus information from each dimension, weighted by in-
put received from the control module (as described below),
and evidence is accumulated over time until one of two re-
sponse thresholds is reached. The drift rate is decomposed
into an automatic and controlled component:

dri f t = wa(S1 +S2)︸ ︷︷ ︸
automatic

+act1S1 +act2S2︸ ︷︷ ︸
controlled

(3)

where the automatic component is weighted by wa and re-
flects automatic processing of each stimulus dimension that
is unaffected by control. The absolute magnitude of S1,S2
depends on the strength of the association of each stimulus
with a given response and its sign depends on the response
(e.g. S1 < 0 if the associated response is to press the left
button, S1 > 0 if the associated response is to press the right
button). Thus, for congruent trials S1 and S2 have the same
sign, and the opposite sign for incongruent (conflict) trials.
The controlled component of the drift rate is the sum of the
two stimulus values, each weighted by the activation of the
corresponding control unit. Thus, each unit in the control
module biases processing towards one of the stimulus dimen-
sions. As a result, progressively greater activation of a control



Figure 2: Difference in the activation of the two processing
units (actdi f ) for various magnitudes of I1 in steady-state solu-
tions to Equation (2), with I2 = 0. Solid lines are stable attrac-
tors and dashed lines are unstable solutions. The black curve
is the symmetric no-input system of Equation (6), for which
with low values of gain the only attractor is the neutral state
actdi f = 0. For values of gain greater than 2, two nonzero
attractors emerge in a pitchfork bifurcation. Nonzero input
to one of the processing units breaks the symmetry, splitting
up the symmetric pitchfork into a continuous branch for the
corresponding task and a cusp. The breakup is referred to as
imperfect bifurcation (Golubitsky & Schaeffer, 1985).

unit improves performance – speeds responses and improves
accuracy – for the corresponding task. Distributions of reac-
tion times (RTs) and error rates for a given parameterization
of drift rate at a given trial are derived from an analytical so-
lution to the DDM (Navarro & Fuss, 2009).

Formal Analysis

Previous simulation work suggests that lower values of gain
facilitate switches between tasks but limit how much control
can be allocated to any given task (Musslick et al., 2018).
Building on work by Franci, Srivastava, and Leonard (2015);
Gray, Franci, Srivastava, and Leonard (2018), we derive a for-
mal analysis of this tradeoff as a function of gain.

For unit weights w1,2 = w2,1 =−1 and w1,1 = w2,2 = 1, the
attractors for both tasks are observed to lie near the antidi-
agonal in the activation space (see red dashed line in Figure
1B-C). We examine the dynamics of the system in a rotated
frame of reference such that the attractors lie near the vertical
axis. We introduce translated and rotated variables(

actavg
actdi f

)
=

1
2

(
1 1
1 −1

)(
act1−1/2
act2−1/2

)
(4)

where actavg corresponds to the average of the two (shifted)
activity states of the processing units, and actdi f is the average
difference between the two activity states. Here, actdi f can be
considered a proxy for cognitive stability, indexing how much
control is allocated to one task versus the other. We can get an
intuition for the dynamics of the system by first considering
the symmetric case, in which the control module receives no
input to either task processing unit I1 = I2 = 0.

The dynamical equations (2) with zero input decouple in

A

B

Task
Switch

Figure 3: Relationship between actdi f , convergence time and
gain. (A) Configuration of the system before and after a task
switch. (B) Convergence time as a function of gain. Verti-
cal lines mark examples for gain parameters that were fitted
to participants’ performance in environments with low (blue)
and high (orange) rates of task switches.

the new variables:

d
dt

actavg =−actavg (5)

d
dt

actdi f =−actdi f +
1
2

tanh(g ·actdi f ) (6)

The attractors of the system are the stable steady-state solu-
tions of (5), (6). Note that actavg decays to zero and the no-
input system always settles on the antidiagonal act1 +act2 =
1. According to the dynamics of actdi f , the available attrac-
tors vary with the value of the gain parameter (Figure 2).

With nonzero input, the dynamics on the diagonal and an-
tidiagonal directions do not completely decouple. The con-
tribution in the actavg direction results in the system settling
near the antidiagonal with a small offset rather than directly
on the antidiagonal (Figure 1B-C). However, analogously to
the symmetric no-input case, the dominant dynamical behav-
ior is in the actdi f direction, shown in Figure 2. From this we
can recover intuition for the tradeoff between cognitive sta-
bility and flexibility. The relationship between network gain
g on the relevant domain (0 < actdi f < 0.5 when I1 6= 0 or
−0.5 < actdi f < 0 when I2 6= 0) and actdi f is defined by

g = f (actdi f ) =
tanh−1(2actdi f )

actdi f
+E(|actdi f |, I) (7)

where the first term is the explicit solution for steady state
gain of the no-input system (6) and E(actdi f ) is the deviation
from the symmetric case, which is a monotonically decaying
function of the magnitude of actdi f . We can approximate this
deviation with a decaying exponential fit

E(|actdi f |, I)≈ 1.4e−5I−1.1·|actdi f |+0.6 (8)

where I is the magnitude of input. Since (7) is locally invert-
ible on the given domain, we can express cognitive stability
as a function of the network gain, actdi f (g) = f−1(actdi f ).



Further, we can express cognitive flexibility in terms of
the time it takes to switch from one task to another, that is,
the time it takes for actdi f to pass through zero and switch
sign. From simulation we observe that the transition time is
a monotonically increasing function of the network gain (see
Figure 3). For an input I j = 0.8 we approximate the transi-
tion time with a linear fit T (g)≈ 0.8g+0.6. Substituting (7)
with I = 0.8 for g, we obtain an expression for the stability-
flexibility tradeoff

T (actdi f )≈ 0.8
tanh−1(2actdi f )

actdi f
+1.1e−6.4|actdi f |+1.1 (9)

by relating convergence time and actdi f . This analysis sup-
ports intuitions from prior computational work, showing that
a higher network gain promotes cognitive stability at the ex-
pense of cognitive flexibility (Musslick et al., 2018). More-
over, the formal results described in this section offer a quan-
titative interpretation of network gain in terms of both actdi f ,
as well as T , when fitting the model to human behavior.

Experiment
Our analysis results suggest that a system should adapt higher
constraints on control (lower gains) if the demand for cogni-
tive flexibility increases. To examine whether human partici-
pants rationally adapt constraints on control to the flexibility
demands of their environment, we conducted a task switch-
ing experiment in which the rate of task switches was varied
across participants. We then fit the network model to each
participant and evaluated the fitted gain against the gain that
optimizes the stability-flexibility tradeoff for each participant.

Method
Participants. We recruited 67 participants from Amazon
Turk. All participants signed a consent form prior to par-
ticipation and received $6 US for participation. The study
was approved by the Institutional Review Board of Princeton
University. We only included participants with an accuracy
above 65% into our analysis, yielding a total of 31 partici-
pants in the low switch rate group and 27 participants in the
high switch rate group.

Apparatus and Stimuli. Stimuli consisted of a web-based
random-dot kinematogram (RDK) that we adapted from
Rajananda, Lau, and Odegaard (2018). The RDK contained
blue and red moving dots, some of which consistently moved
in either an upward or a downward direction, and some of
which moved in a random direction.

Task and Procedure. Participants switched between a color
task, in which they had to indicate the color of the majority of
the presented dots (red or blue), using the response buttons ‘A’
and ‘L’, respectively, and a motion task in which they had to
indicate the direction of coherent motion (up or down), using
the same response buttons ‘A’ and ‘L’, respectively. Partici-
pants performed each task over a mini-block of four to six tri-
als. Each mini-block was preceded by a task cue (one of two
cues for each task to control for cue repetition effects) that

instructed participants which tasks to perform. In some mini-
blocks, participants had to repeat the task that they performed
in the previous mini-block (task repetition), whereas in other
mini-blocks, they had to switch to the other task (task switch).
The cue was displayed for 700ms and disappeared for an-
other 600ms. On each trial of a miniblock, the RDK stimulus
was shown for 1500ms, followed by an inter-trial interval of
700ms. Participants were asked to indicate the task-relevant
response while the stimulus was on the screen. In the begin-
ning of the experiment, we used a staircasing procedure to
identify coherence levels (i.e. the percent of dots having the
same motion or color) for each participant that standardized
performance at around 85% accuracy for both tasks. After
training participants to associate the task cues with each task,
participants switched between tasks over a sequence of two
larger blocks of 66 miniblocks each.

Design. Participants were divided into two experimental
groups, one that switched tasks between mini-blocks 25% of
the time (low switch rate) and one that switched tasks 75% of
the time (high switch rate). For each task switching sequence,
we counterbalanced seven factors with respect to the first trial
of each mini-block: task (color or motion task), task tran-
sition (task switch or task repetition), task cue (first or sec-
ond cue associated with a task), congruency (congruent or in-
congruent), dot motion (upward or downward), color (mostly
blue or red) and correct response (‘A’ or ‘L’ key).

Data Analysis. We focused our analysis on the second
block of the experiment, assuming that subjects take the first
block to adjust to the frequency manipulation of the exper-
iment. We were specifically interested in the performance
costs associated with task switches. Prior work suggests
that switch costs diminish after the first trial of a mini-block
(Rogers & Monsell, 1995). We therefore analyzed reaction
times (RTs) and error rates associated with the first trial of a
miniblock. Furthermore, RT data was limited to correct tri-
als that were preceded by at least one correct trial. For each
group of participants, we computed switch costs as the dif-
ference in performance between switch trials and repetition
trials for both RTs and error rates. We also computed incon-
gruency costs on task repetitions2 as the difference in perfor-
mance between congruent and incongruent trials. Finally, we
conducted two-tailed t-tests to assess whether participants in
the low switch rate group exhibited different switch costs and
different incongruency costs compared to the high switch rate
group.

Model Fitting Procedure. Before fitting parameters of the
model to behavior of human participants, we evaluated how
well we can recover these parameters from simulated behav-
ior generated by the model. Motivated by the formal analysis
described above, we parameterized the control module with
balanced recurrent and inhibitory weights, wi,i = 1,wi, j =−1,

2Incongruency costs have been shown to interact with task tran-
sition (Rogers & Monsell, 1995; Goschke, 2000; Wendt & Kiesel,
2008). To avoid confounding effects of congruency with the fre-
quency of task switches we conditioned incongruency costs on task
repetition trials.



Table 1: Fitted model parameters with prior distributions.

Parameter Prior Distribution Lower Bound Upper Bound
g Gamma(2.5,0.75) 0 4
z Gamma(3,0.02) 0.01 0.25
c Gamma(3,0.75) 0.015 0.25
h Beta(1.2,1.2) 0 1
wa Gamma(16,0.05) 0.1 0.5

and computed the activities of both processing units trial-by-
trial, by numerically integrating Equation (2) with step size h.
We set the input for the currently relevant task unit to Ii = 0.8
and the input for the task-irrelevant unit to I j 6=i = 0. The stim-
ulus dimension encoding the color feature was set to S1 = 0.1
if the majority of the dots was red and set to S1 = −0.1 if
the majority of the dots was blue. Similarly, the stimulus di-
mension encoding the motion feature was set to S2 = 0.1 if
the dots were moving upward and set to S2 = −0.1 if dots
were moving downward. We fixed the non-decision time of
the DDM to T0 = 0.2 and fit five free parameters with priors
shown in Table 1: network gain g, DDM response threshold z,
DDM noise c, integration constant h and automaticity weight
wa. The number of free parameters was determined based
on prior analyses of parameter identifiability, indicating that
larger or different sets of free parameters may not be reliably
recovered. To assess how well the five parameters can be re-
covered from the simulated behavior of the model, we first
sampled 10 parameter configurations uniformly from the in-
tervals shown in Table 1. We then generated distributions of
response times for each trial of the second experiment block
and identified parameters that maximized the likelihood of
the model’s responses given the data. The identifiability of
each parameter was quantified by regressing the true param-
eter against the fitted parameter across all sampled parameter
configurations. We used the same procedure to fit the model
to each participant. Finally, we conducted a one-tailed t-test
to assess whether fitted gain parameters of the participants in
the low switch rate group were higher relative to fitted gain
parameters in the high switch rate group.

Optimality Analysis. To evaluate whether participants
adapt rationally to the stability-flexibility dilemma, we iden-
tified the optimal gain that maximizes accuracy across all tri-
als in the experiment, given all other fitted parameters for a
given participant3. For each participant group, we computed
the difference between fitted gains and optimal gains, and per-
formed a two-sided t-test to evaluate whether fitted gain pa-
rameters systematically deviate from their optimal gain.

Results
We found that participants who switched tasks less frequently
took more time to switch tasks, t(56) = 2.04, p < 0.05,
but found no significant differences in terms of error rates,
t(56) = 0.20, p = 0.84. Participants showed no significant
differences in incongruency costs between the two experi-

3We chose to maximize accuracy over maximizing reward rate as
the duration of each trial was independent of response time. How-
ever, we obtained identical results when optimizing for reward rate.

mental groups in terms of both RTs, t(56) = 0.93, p = 0.35
and error rates, t(56) = 1.30, p = 0.20.

A B Subject with 75% Switch Rate Subject with 25% Switch Rate 

Rep Sw
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Rep Sw
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Con Inc
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Con Inc
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

1st Trial of a Mini-Block 1st Trial of a Mini-Block

C D Subject with 75% Switch Rate Subject with 25% Switch Rate 

2nd Trial of a Mini-Block 2nd Trial of a Mini-Block

Rep Sw
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Rep Sw
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Con Inc
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Con Inc
0

1

2

R
ea

ct
io

n 
Ti

m
e 

(m
s)

Data
Model

Figure 4: Examples of participant RTs and RTs generated by
the fitted model. RTs are shown as a function of task transi-
tion (repetition, switch) and response congruency (congruent,
incongruent) for the first (A, B) and second (C, D) trial of a
mini-block. Data is shown for one participant from the low
switch rate group (A, C) and one participant from the high
switch rate group (B, D). Dark bars indicate average RTs gen-
erated by the fitted model. Error bars indicate the standard
error of the mean across trials.

Overall, we were able to recover parameters from behavior
generated by the model. The true parameter value signifi-
cantly predicted the value estimated by the fitting procedure
for network gain, b = 0.97, t(9) = 4.44, p < 0.01, DDM re-
sponse threshold z, b = 1.09, t(9) = 14.06, p < 0.001, DDM
noise c, b = 0.69, t(9) = 9.03, p < 0.001, integration con-
stant h, b = 0.87, t(9) = 5.02, p < 0.01, and automaticity
weight wa, b = 0.64, t(9) = 3.06, p < 0.05. Figure 4 shows
the behavior of two participants along with the behavior gen-
erated by the fitted model. In line with the prediction made
by the model, we observed that the fitted gain parameters
to behavior of human participants were significantly higher
in the low switch rate group relative to the high switch rate
group, t(56) = 3.61, p < 0.001 (Figure 5A). Note that Fig-
ure 3 depicts formal expressions of cognitive stability (Figure
3A) and cognitive flexbibility (Figure 3B) as a function of the
average fitted gains for both groups. Interestingly, the fitted
gains were significantly lower than the optimal gains, for both
groups: low switch rates, t(30) = 7.40, p < 0.001, and high
switch rates, t(26) = 4.24, p < 0.001, suggesting that, while
participants adapt gain in the predicted way, overall they exert
more constraint on control allocation (lower gain) than was
predicted to be optimal.

General Discussion and Conclusion
A fundamental characteristic of control-dependent process-
ing are constraints on the allocation of control (Shiffrin &
Schneider, 1977; Posner & Snyder, 1975). Recent work sug-



A B

Figure 5: Model fitting results. (A) Fitted gains are shown
for participants with a low (blue) and high (orange) switch
rates. Each circle corresponds to the fitted gain of a partic-
ipant. Vertical lines indicate the standard error of the mean
fitted gain, centered around the mean. Mean gains for each
group are also shown in Figure 3. (B) Fitted gain for each
participant is plotted against the optimal gain that maximizes
the overall accuracy of the model for a given participant.

gests that these limitations may origin from shared represen-
tations (Feng et al., 2014; Musslick et al., 2016; Salvucci &
Taatgen, 2008), as well as persistence characteristics in neu-
ral systems (Musslick et al., 2018), and the resulting need to
trade off the amount of control that can be allocated to a sin-
gle task against the time required to switch from one task to
another. In this work, we introduced a formal analysis of the
latter — that is, the tradeoff between cognitive stability and
cognitive flexibility.

Applying perturbation theory to the network model de-
scribed by Musslick et al. (2018), we formally defined cog-
nitive stability in terms of the distance between attractors for
competing control states, and defined cognitive flexibility in
terms of the time to converge from one control attractor to
the other. We showed that the two measures trade off against
each other, and that the balance of this tradeoff is determined
by the gain of the network’s activation function. We then ex-
amined whether human participants balance this tradeoff in a
similar manner as a function of the demand for flexibility, by
fitting the model to participants who were required to switch
tasks at either a low or high frequency. We observed that par-
ticipants who switched more frequently showed lower switch
costs, suggesting that they became more cognitively flexible.
Moreover, model fits showed that this could be explained by
lower gain, and with it, higher constraints on control. In-
terestingly, fitted gains for all participants were lower com-
pared to the gains that optimized accuracy in the face of the
stability-flexibility tradeoff. This suggests that there may be
other factors that limit control allocation.

Altogether, our analytic and empirical results provide a
rationale for how participants should adapt to different de-
mands for flexibility given a mechanistic model for how con-
trol is represented and allocated in a recurrent neural network
model. A formal relationship between cognitive stability and
cognitive flexibility may not only help interpret human be-
havior in terms of model fits but may also help identify neural
correlates for both measures. For instance, the dynamics of
steady-state visually evoked potentials (SSVEP) — used to
index feature-specific attention (Müller et al., 2006) — may
be characterized in terms of the evolving distance between

attractors of competing attentional states. Finally, the behav-
ioral results replicate earlier work, showing that participants’
switch costs decrease as task switches become more frequent
(Mayr, 2006; Monsell & Mizon, 2006). Furthermore, prior
work suggests that participants trade off cognitive flexibility
against higher incongruency costs in voluntary task switch-
ing scenarios when task switches are associated with a higher
reward than task repetitions (Braem, 2017).

One interesting puzzle concerns the learning mechanisms
that underlie rational adaptations to changing demands in
cognitive flexibility. A computationally cheap, but inflexible
approach is to learn the amount of control that should be ex-
erted through model-free reinforcement (Lieder et al., 2018).
Alternatively, humans may approximate the optimal tradeoff,
by attaching a cost to the amount of control that can be allo-
cated. From this perspective, the stability-flexibility tradeoff
may provide a normative rationale for parameterizing the cost
of cognitive control that is integral to recent theories of con-
trol allocation (Shenhav et al., 2013, 2017).
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(2015). Stochastic dynamics underlying cognitive stabil-
ity and flexibility. PLoS Comput. Biol., 11(6), e1004331.

Wendt, M., & Kiesel, A. (2008). The impact of stimulus-
specific practice and task instructions on response congru-
ency effects between tasks. Psychological Research, 72(4),
425–432.

View publication statsView publication stats

https://www.researchgate.net/publication/334307588



