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Abstract

The study of collective behavior involves the analysis of interactions among a set of agents that yield collective outcomes at the level of the group. The behavior is said to be emergent when it cannot be understood simply as the sum of its constituent parts. Further, group-level outcomes can in turn influence individual interactions. The complexity of this interplay makes the study of emergence challenging and exciting. This dissertation is focused on the study of emergent collective behavior from the perspective of evolution. Evolution is a simple yet powerful algorithm, which when acting on interacting entities in a dynamic environment, yields an array of fascinating behavior as manifest in the natural world. Natural collectives display a wide variety of cooperative behavior and have evolved to efficiently manage the inherent tradeoff between robust behavior and adaptability to dynamic environments. These properties have motivated the design of bio-inspired algorithms for sensing and decision-making in robotic collectives. In this work, we study the evolutionary mechanisms for cooperation and tradeoff management in biological collectives, with a focus on four related topics: replicator-mutator dynamics, collective migration, collective pursuit and evasion, and decision-making dynamics in swarms.

The replicator-mutator dynamics define a canonical model from evolutionary theory and have recently been used to study the evolution of language and the behavioral dynamics of social networks. While the analysis of stable equilibria of these dynamics has been a focus in the literature, we prove that certain conditions suffice for the equations to exhibit stable limit cycles. These cycles correspond to oscillations of grammar dominance in language evolution and to oscillations in behavioral preferences in social networks. For the collective migration problem, it is well-established that a small group of leaders can guide a large swarm of followers. It is less clear how presumably self-interested individuals have evolved to take on such divergent roles. We design a network-based evolutionary model to understand the evolution of leadership in migration, with a focus on the role of network topology on the emergent dynamics. Pursuit and evasive behaviors are ubiquitous in biology and are key drivers for collective motion. We use computational simulations and analytical calculations to study a co-evolving pursuit and evasive system, and incorporate the evolved strategies in a cyclic pursuit-evasion collective motion model. The ‘stop-signaling’ inhibitory mechanism has been recently shown to be critical to the decentralized decision-making dynamics in honeybee swarms. We investigate bifurcations in a model of swarm decision-making as a function of the stop-signal and the values of different alternatives, and present a comprehensive analysis of the dynamics of the model.
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Chapter 1

Introduction

Seek simplicity, and distrust it. -Alfred North Whitehead (1861-1947)

Emergent collective behavior involves interactions between individual agents that yield distinct patterns at the level of the group. Emergent systems have group level outcomes that cannot be understood simply as the superposition of their constituent elements, instead emergent group behavior is nonlinearly related to individual interactions. Moreover, just as individual actions affect group outcomes, group outcomes feed back to affect individual actions. This coupling between the microscopic individual level and the macroscopic group level makes the study of emergent behavior vibrant, exciting, and challenging. The past few decades have seen significant research activity in applying computational and analytical tools to studying emergent phenomena in a wide variety of applications. These include ecology [72, 49], cellular biology [127, 21], animal behavior [126], disease dynamics [63, 20], climate [48], economics [131] and more recently, robotic swarms [61, 65] and social networks [146, 4] (the few examples cited here are a small sample from a vast literature).

For problems in biology, the evolutionary approach involves studying the fascinating array of observed behavior in natural collectives (flocks, schools, herds, etc.) from the perspective of evolution by natural selection. This approach provides important insights into the mechanisms that drive group behavior in natural collectives. The development of mathematical models to explain evolutionary puzzles such as cooperation and altruism [62, 105, 84] in swarms, flocks, and schools, continues to be an active area of research (see [88, 89, 70] for a recent debate on the topic).

In this thesis, we use a set of relatively simple and tractable evolutionary models to study emergent behavior in selected natural collective systems. We focus our study on four areas described in §1.1, and utilize three related evolutionary models in our analysis: replicator-mutator dynamics for a single population with discrete
strategies, adaptive dynamics for a single population with continuous strategies, and coevolutionary replicator dynamics for a two-population system with discrete strategies. Each of these models is described in detail in §2.1.

![Figure 1.1: A classification of collective systems based on robustness and adaptability metrics.](image)

Collective systems can be classified based on a large variety of metrics (system size, heterogeneity, network architecture, dynamics, etc.), but looking broadly, robustness and adaptability are two key metrics that enable a rough classification as illustrated in Figure 1.1. Robustness refers to the ability of collective systems to reject disturbances and perform specific tasks accurately, predictably, and repeatedly, in stochastic environments. Adaptability refers to the ability of collective systems to continually modify their behavior in reaction to a dynamic environment and to solve a range of problems such as foraging for resources, migrating to new locations, and avoiding threats or prey. Highly adaptive systems have the ability to learn from past experiences and to find innovative solutions to novel problems.

Robustness and adaptability constitute a fundamental tradeoff in engineered collective systems in the sense that systems designed to be significantly robust and predictable for specific tasks (industrial robots for example) are inherently unadaptive, and vice-versa. In Figure 1.1, the three rectangles at the corners of the robustness-adaptability space represent three classes of collective systems and allow us to connect the four focus areas of this thesis:
- Bottom-right; engineered formations: These systems are designed to be highly robust so that they can perform specific tasks reliably (often with provable guarantees on performance). However, they have limited adaptability to problems outside their specific domain of design. Examples include the wide variety of industrial robotic systems and formation control in mobile autonomous robotic collectives. One example of recent work in our group in this area is the use of tensegrity-based control laws (involving simultaneous attraction and repulsion between agents) to stabilize the shapes of formations of autonomous vehicles [78, 94].

- Top-left; emergent social phenomena: These collective systems are highly adaptive in dynamic environments and can display macroscopic behavior that rapidly cascades between extremes. This macroscopic behavior is often unpredictable, and in certain cases can be inherently chaotic, resulting in a limited robustness. Examples include the popular area of social network dynamics, cascades in financial markets, and the dynamics of behavioral preferences and fashion trends. In Chapters 3 and 4 we study a model of behavioral preferences in social networks (known as replicator-mutator dynamics) that fits the paradigm of this quadrant.

- Top-right; biological collectives: One of the main reasons that bio-inspired robotic collective behavior has gained tremendous traction over the last two decades is because many biological systems possess the unique ability to act both robustly and adaptively. The seemingly complex emergent collective behavior observed in these biological systems has frequently been shown to be the consequence of simple individual rules at the microscopic level. These rules, and the emergent behavior, have been shaped by evolutionary dynamics on generational timescales. In Chapters 5 and 6 we study two ubiquitous biological collective phenomena, namely, collective migration, and pursuit and evasion, respectively. In Chapter 7 we focus on the decision-making dynamics in swarms of honeybees. A honeybee swarm is a particularly good example of a system in this quadrant, where robust and accurate decision-making in dynamic environments has been shaped by the evolutionary forces of reproduction and colony survival. Individuals in a honeybee swarm can be radically adaptive. For example, scout bees that are involved in locating nesting sites for the swarm are, in fact, forager bees that have switched behavior from seeking bright blossoms to searching for dark nesting crevices [116].
This thesis is the product of interdisciplinary research drawing from ideas in evolutionary biology, animal behavior, engineering and applied mathematics. The background material in Chapter 2 introduces key tools from these areas that are used throughout the thesis. Along with the exciting quest of understanding the complexity of biological collectives, research in our group also strives to draw ideas and principles from biology that can be applied to the design of robotic collectives. From the perspective of Figure 1.1, this effort involves utilizing ideas from the top-right quadrant to push engineered systems (bottom right quadrant) up the adaptability axis, while still managing the adaptability/robustness tradeoff. This is no easy challenge and will remain an area of research emphasis going forward as autonomous collective systems are tasked with solving increasingly complex problems. As a result, together with a focus on understanding collective dynamics in the four areas described below, we also consider how this understanding inspires engineering design in each case.

1.1 Overview of Topics

1.1.1 Replicator-Mutator Dynamics*

The replicator-mutator dynamics define a canonical model from evolutionary theory and represent the evolution of a discrete number of strategies in a single large population. The dynamics have received significant attention recently as a model for the evolution of language. They also provide a simple model for the analysis of behavior dominance in social networks where replication is akin to imitation of individuals subscribed to successful behaviors in a population, and mutation is akin to random error in behavior selection. Much of the analysis of the dynamics has focused on stable equilibria and their bifurcations. In this thesis we focus on the existence of structurally stable limit cycles of the dynamics and prove that Hopf bifurcations occur, yielding these cycles. Stable limit cycles correspond to sustained oscillations in strategy dominance across some or all of the population. The form of the dynamics considered, and the interpretation of the oscillations, depends on the applications of interest; the following are three motivating applications.

a) The replicator-mutator dynamics have been used in the development of a mathematical framework for the evolution of language [85]. For a large population, the strategies represent different grammars in the population and mutations reflect errors in grammar transmission or learning from one generation to the next. A key

---

*The discussion in this subsection appears verbatim in [93].
result is the bifurcation of the equilibria from a state where several grammars co-exist in a population to a state of high grammatical coherence as mutations in the population decrease (or equivalently, the fidelity of learning increases) [57, 75, 74]. Limit cycles of the replicator-mutator dynamics correspond to oscillations in the dominance of the different grammars in the population. As noted in [76], oscillations appear to be more realistic than stable equilibria for the language dynamics with timescales on the order of several centuries.

b) The replicator-mutator dynamics were recently proposed [90, 44] as a model for behavior adoption in social networks, with a focus on the emergence of dominance of particular behaviors in these networks. Simulations of the evolutionary social network model show a transition from the dominance of a single strategy (behavior), to the coexistence of several strategies, to the eventual collapse of dominance, as the extent of mutation in the network increases. Limit cycles of the replicator-mutator dynamics correspond to oscillations of behavior preference in this context, for example cycles in trends or fashions.

c) The replicator-mutator dynamics can also be used to model decision-making dynamics in networked multi-agent systems. It has been shown that simple models with pairwise interactions between agents and noisy imitation of successful strategies reduce (under certain conditions) to the replicator-mutator dynamics [40, 7, 135, 134]. Recent papers have employed the replicator-mutator equations to model wireless multi-agent networks [145, 130]. Hopf bifurcations of replicator-mutator dynamics in this context address the exploration versus exploitation tradeoff: few mutations favor fast convergence to a decision (exploitation) whereas extensive mutations favor exploration of the decision space. In an intermediate range, mutations can lead to limit cycles, which enable dynamic examination of alternative choices.

1.1.2 Collective Migration

Collective migration is a natural phenomenon common in a number of species including birds, fish, invertebrates and mammals [119, 42, 22, 6]. Animals migrate by leveraging a variety of environmental cues such as nutrient and thermal gradients, magnetic fields, odor cues, or visual markers [132, 30, 140, 133]. Measuring these stochastic environmental signals is complicated and requires the investment of time and energy, and the development of necessary physiological and sensory machinery.
Animals migrating collectively also have the ability to leverage social information from neighbors in the group [15]. One way of doing so is by imitating invested neighbors (via consensus processes such as attraction and alignment of heading) and thereby effectively achieving good migratory performance, without paying the measurement and processing cost.

Using agent-based models of collective migration, Couzin et al. [14] have shown that a small group of designated leaders is capable of guiding a larger group of naive, socially interacting followers. This situation is similar, for example, to the way in which a small number of informed scout bees directs a large swarm of uninformed conspecifics to a new nest site [116, 120]. The ability of followers in such migratory swarms to leverage the investments made by leaders in the group, and to gain the benefits of successful migration without paying the associated costs, is perplexing from an evolutionary perspective (this question is related to the broader puzzle of the evolution of cooperation).

Our study of the evolutionary dynamics of collective migration is motivated in large part by a recent paper by Guttal and Couzin [33] that addresses this evolutionary question. Simulations in [33] show that the coexistence of leaders and followers in migratory populations is a stable emergent outcome of the evolutionary dynamics for a large region of the parameter space studied. The authors of [33] also examine the role of anthropogenic influences on evolved population migration patterns by studying the impact of increasing habitat fragmentation on the collective dynamics. High levels of habitat fragmentation make it increasingly difficult for individuals to measure external cues; migration is gradually lost because of the higher costs of reaching more distant destinations [120]. Simulations in [33] illustrate a hysteretic effect in restoring lost migration ability in the population - once migration ability is lost for a threshold level of fragmentation, much greater habitat recovery is necessary for the population to recover the ability to migrate.

We are also motivated by the paper by Torney et al. [132] that analytically validates the evolutionary branching simulated in [33] by studying a mean-field model of migration dynamics. The mean-field model in [132] effectively prescribes an all-to-all interconnection between the agents in the migratory system and serves as the starting point for our work, which focuses explicitly on the role of the structure of a limited interaction network on evolved outcomes. Indeed, the structure of the interaction network between agents in a collective has been shown to be critical to the performance of the collective, and to the emergent outcomes observed as a consequence of the local interactions.
1.1.3 Pursuit and Evasion\textsuperscript{1}

Pursuit and evasion behaviors play a critical role in predator foraging, prey survival, mating and territorial battles in several species. Species such as bats and dragonflies have evolved sophisticated dynamical strategies such as motion camouflage to disguise themselves as stationary during aerial pursuit \[77, 27\]. Studies on migratory cannibalistic locusts have revealed that pursuit and evasive behavior among conspecifics is integral to the formation of mass-moving migratory bands in dense swarms \[35, 5\]. Recent experimental work on the dynamics of coordinated predator pursuit and prey evasion among schooling fish has shown that collective behavior, among both predators and prey, plays a vital role in predator hunting and prey evasion under conditions of considerable informational constraints (such as dynamic ocean environments) \[37, 45\].

The pervasiveness of pursuit and evasion in nature motivates the examination of winning strategies from an evolutionary perspective. Recently, Wei et al. \[147\] used the evolutionary approach to study pursuit games, with dynamics derived in \[50\]. The authors of \[147, 50\] use Monte-Carlo simulations and analytical calculations to study three pursuit strategies competing against a field of deterministic or random non-reactive evasive strategies (an evader with a nonreactive strategy has dynamics that are uncoupled from those of the pursuer). The three chosen pursuit strategies (classical, constant bearing and motion camouflage) are biologically inspired. The authors show convergence of the evolutionary game dynamics between the three strategies to pure motion camouflage and motivate this result by empirical observations of motion camouflage in hoverflies, dragonflies and bats \[27\]. We build on the work in \[147\] by studying the coevolution of the three strategies of pursuit from \[147\] playing against three distinct evasive strategies, two of which are reactive strategies (an evader with a reactive strategy has dynamics that are coupled to those of the pursuer).

1.1.4 Swarm Decision-Making

Honeybee colonies reproduce by casting out swarms, each of which comprises a queen accompanied by several thousand worker bees. A small fraction of the worker bees are known as scout bees and perform the task of locating suitable nest sites for the swarm by engaging in a decentralized \textit{democratic} \[116\] decision-making process of choosing among several competing options. This process involves the famous waggle dance \[144\] in which scout bees advertise the location and quality of a suitable nest site by

\textsuperscript{1}The discussion in this subsection is adapted from \[96\].
performing a distinctive dance on the surface of the swarm. The book by Seeley [116] provides an engaging description of the waggle dance, as well as a detailed discussion of the organization and behavior of honeybee swarms.

In a recent paper, Seeley et al. [118] have shown that scouts send inhibitory stop-signals to other scouts advertising alternative nest sites, thereby causing these scouts to cease dancing. This cross-inhibitory process has been shown to be critical to the ability of swarms to make decisions effectively, particularly when choosing between competing options of near-equal value. In this thesis we study bifurcations in a model of honeybee swarm decision-making and illustrate the critical role played by stop-signal inhibition in enabling swarms to manage the speed-accuracy tradeoff inherent to most decision-making problems. We show that an intermediate evolved level of stop-signaling is necessary for swarms to effectively make decisions when presented with both equal and unequal alternatives. Our analysis also shows that cross-inhibition is a potentially valuable mechanism for enabling effective collective decision-making in decentralized artificial swarms.

1.2 Contributions and Thesis Outline

The chapters of this thesis are organized according to the four topics described in §1.1. Chapter 2 comprises background material and establishes the mathematical notation that will be used throughout the thesis. Background material is presented in four main areas: Evolutionary Dynamics, Dynamical Systems, Graph Theory and Stochastic Processes.

Chapters 3 and 4 focus on limit cycles and Hopf bifurcations of the replicator-mutator dynamics. The analysis in Chapter 3 is restricted to $N = 3$ strategies and the corresponding planar phase space. The restriction to $N = 3$ is convenient for visualization and allows us to motivate the general results for $N \geq 3$ strategies to follow in Chapter 4. In Chapter 4 we prove conditions for the existence of stable limit cycles arising from multiple distinct Hopf bifurcations of the dynamics in the case of circulant fitness matrices. In the noncirculant case we illustrate how stable limit cycles of the dynamics are coupled to embedded directed cycles in the payoff graph. We study special conditions where multiple cycles in the payoff graph yield multiple stable limit cycle attractors. The stability of the limit cycles is determined by an analytical calculation of the first Lyapunov coefficient of the dynamics.

In Chapter 5 we study the role of the social interconnection network on the evolutionary dynamics of collective migration. We design a networked migration model.
and study evolution and adaptation as a function of network topology. Our model has two timescales: the fast timescale corresponds to fitness/utility calculations and the slow timescale corresponds to the evolution/adaptation of the network. We present a comprehensive analysis of the all-to-all limit of the model and prove conditions for population branching into leaders and followers. For networks with limited connectivity, we derive analytical tools for computing fitness on the fast timescale and show a minimum connectivity threshold necessary for branching. We also study a simple model of selfish local adaptation of nodes on a graph, and illustrate bifurcations in the dynamics as a function of increasing cost. We show the prominent role played by network topology in determining the location of leaders in the adaptive network.

Chapter 6 focuses on the coevolutionary dynamics of pursuit and evasion. We consider an evolutionary game between three strategies of pursuit (classical, constant bearing, motion camouflage) and three strategies of evasion (classical, random, optical-flow based). Pursuer and evader agents are modeled as self-propelled steered particles with constant speed and strategy-dependent heading control. We use Monte-Carlo simulations and theoretical analysis to show convergence of the evolutionary dynamics to a pure strategy Nash equilibrium of classical pursuit versus classical evasion. We extend our work to consider a novel pursuit and evasion based collective motion scheme, motivated by collective pursuit and evasion in bands of migrating cannibalistic locusts.

In Chapter 7 we study the collective decision-making dynamics of honeybee swarms. The cross-inhibitory stop-signalling mechanism has been shown to be critical to the decision-making dynamics in swarms of house-hunting honeybees. We study a model of stop-signal based collective decision-making and present a comprehensive picture of the dynamics and bifurcations of this model. We prove a separation of timescales in the decision-making process and show how swarms must evolve to an intermediate level of stop-signalling to address a fundamental speed-accuracy tradeoff. We also present several stochastic simulations to help elucidate the decision-making process.

Chapter 8 presents our conclusions and topics for future work. We discuss how some of the analysis and conclusions of this thesis inspire algorithms for control and decision-making in decentralized collective artificial systems.
Chapter 2

Background

In this chapter we describe some of the main mathematical tools that will be used in the rest of the thesis and we establish notation. Each of the areas discussed in the sections to follow is a significant domain of research by itself. Consequently, this chapter is not intended to be a comprehensive presentation of these areas, but rather an introduction to selected tools from these areas that will be useful going forward. The cited references provide more detail.

In §2.1, we discuss models of evolutionary dynamics and make connections with game theory, genetic algorithms, and optimization. §2.2 focuses on bifurcations in continuous dynamical systems, including the Hopf bifurcation theorem, which features prominently in Chapters 3 and 4. §2.3 introduces some notation and results from graph theory and §2.4 introduces some basic results from stochastic dynamics; these are employed in Chapters 5 and 7.

Basic Notation: Matrices are denoted in capital letters and vectors are denoted in boldface lowercase letters. $m_{ij}$ denotes the $(i, j)$ element of matrix $M$ ($M = [m_{ij}] \in \mathbb{R}^{M \times N}$) and $x_i$ denotes the $i^{th}$ element of vector $x$ ($x = [x_1 \ldots x_N]^T \in \mathbb{R}^N$). $\mathbf{1}$ and $\mathbf{0}$ denote the vectors of ones and zeros respectively. $D = [d_{ij}] = \text{diag}(x)$ denotes a diagonal matrix with elements of vector $x$ on the main diagonal, i.e. $d_{ii} = x_i$ and $d_{ij} = 0$ for all $i \neq j$. The $N \times N$ identity matrix is given by $I_N = \text{diag}(\mathbf{1}_N)$.

2.1 Evolutionary Dynamics

Evolutionary dynamics [142, 87, 41, 141] are, broadly speaking, an effort to cast the basic tenets of Darwinian natural selection (replication, competition, strategy dependent fitness, mutation) in a mathematical framework that can be simulated,
interpreted, and often rigorously analyzed. Our understanding of the evolutionary process has its roots in Darwin’s three simple postulates [142, 16]:

1. Like tends to beget like, and there is heritable variation in traits associated with each type of organism. (replication and mutation)

2. Among organisms there is a struggle for existence. (competition)

3. Heritable traits influence the struggle for existence. (strategy dependent fitness)

These postulates inherently define a game-theoretic interaction between individuals in the population as a function of their strategies (expressed as phenotypes or traits), and their interactions with the environment and other individuals. These strategies and interactions map to payoffs, which in turn translate to reproductive fitness. The game theoretic mechanism implies that evolutionary solutions are not necessarily optimal in terms of maximizing the fitness of the population as a whole.

Nonetheless, the ability of evolutionary dynamics to shape natural systems towards a fascinating array of effective solutions has inspired powerful tools for optimization in engineering design, e.g. genetic algorithms [73]. In genetic optimization algorithms, agents imitate the evolutionary process to search for local optima on a constant landscape as shown in Figure 2.1. This is in contrast with biological (game-theoretic) evolutionary dynamics where the strategies interact and influence the landscape on which they are evolving (see Figure 2.1). In this thesis, we focus on studying the outcomes of models of game-theoretic evolutionary dynamics, while also making connections with how these solutions inspire the design of engineered collective systems.

The replicator dynamics [129] are the simplest model of evolutionary dynamics for a large population comprised of \( N \) sub-populations, each subscribed to a different competing strategy. These differential equations model the game theoretic interactions among the sub-populations and determine how each sub-population changes in size as a consequence of these interactions. Let \( x_i \) \((i = 1, \cdots, N)\) denote the fraction of individuals in the population subscribed to strategy \( i \left( \sum_{i=1}^{N} x_i = 1 \right) \). The replicator dynamics are given by

\[
\dot{x}_i = x_i (f_i(x) - \phi); \quad \phi = f^T x, \quad (2.1)
\]

where \( f_i(x) \) denotes the fitness function of individuals with strategy \( i \) and \( \phi \) is the population average fitness. The average fitness \( \phi \) is obtained by summing over the individual fitness terms \( f_i(x) \) weighted by their appropriate fractions \( x_i \). For pairwise
encounters in a large population, the fitness functions are linear [87, 135] and $f = Ax$, where $A \in \mathbb{R}^{N \times N}$ is known as the payoff matrix.

John Maynard Smith’s pioneering work [122] made formal connections between classical game theory and evolutionary dynamics. Particularly important was Maynard Smith’s definition of evolutionarily stable strategies (ESSes), which are equilibria of an evolutionary dynamical system that are uninvadable by other competing strategies in the environment, and hence stable in an evolutionary sense. From a game theoretic perspective, ESSes are a subset of the Nash equilibria of a game: they satisfy both the Nash best reply condition and evolutionary uninvadability. Lyapunov stable equilibria of the replicator dynamics (2.1) are Nash equilibria of the corresponding game [148]. Further, all ESSes of the replicator dynamics are asymptotically stable [148].

Although the replicator dynamics have proved to be a powerful tool in analyzing a variety of classical games from an evolutionary perspective, they do not model mutation, a key ingredient of selection theory. Mutation can be included by adding the possibility that individuals spontaneously change from one strategy to another.

Figure 2.1: (A) Optimization picture: evolutionary optimization dynamics on a constant fitness landscape; population evolves on the landscape towards the fitness peak. (B) Game-theoretic picture: evolutionary dynamics on an adaptive landscape; the population co-evolves with the dynamic landscape. (adapted from Fig. 1 in [87])
This yields the replicator-mutator dynamics \[9, 92\] given by

\[
\dot{x}_i = \sum_{j=1}^{N} x_j f_j(x) q_{ji} - x_i \phi; \quad \phi = f^T x, \quad (2.2)
\]

where \(q_{ij}\) denotes the probability of mutation from strategy \(i\) to strategy \(j\) \(\left(\sum_{j=1}^{N} q_{ij} = 1\right)\). The replicator-mutator dynamics have played a prominent role in evolutionary theory and contain as limiting cases many other important equations in biology \[55\]; these include models of language evolution \[85\], autocatalytic reaction networks \[124\], and population genetics \[36\]. The dynamics have also recently been employed to model social and multi-agent network interactions \[90\]. The replicator-mutator equations have been shown in \[92\] to be equivalent to the generalized Price equation from evolutionary genetics \[105, 106\]. The standard replicator dynamics (2.1) can be obtained from the replicator-mutator dynamics (2.2) in the limit of zero mutation \(\left(q_{ii} = 1 \text{ for all } i \text{ and } q_{ij} = 0 \text{ for all } i \neq j\right)\).

Biological evolutionary models typically consider small mutation probabilities while larger mutation probabilities are more common in models of language dynamics and social interactions. Both sets of dynamics (2.1) and (2.2) evolve on the \((N-1)\)-dimensional simplex phase space (see Figure 2.2) defined as

\[\Delta_{N-1} = \{x \in \mathbb{R}^N \mid x_i \geq 0, \ x^T 1 = 1\} .\]

In chapters 3 and 4 we focus on stable limit cycle attractors for the replicator-mutator dynamics (2.2).

![Figure 2.2: Illustration of the simplices \(\Delta_1\) and \(\Delta_2\).](image)

The replicator and replicator-mutator equations model the evolutionary dynamics for a discrete number of strategies. However, certain problems require the consideration of a continuous strategy space, and can be studied using tools from adaptive
dynamics [25, 26, 18]. Adaptive dynamics are particularly well-suited for studying
the evolution of a one-dimensional trait in a population undergoing small mutations
in strategy. Consider a continuous strategy space parameterized by \(k \in [a, b] \subset \mathbb{R}\). The
fitness of a resident population with strategy \(k_R\) is given by \(F_R(k_R)\). The adap-
tive dynamics approach considers the consequences of a small group of mutants with
strategy \(k_M\) invading the resident population. Let \(F_M(k_R, k_M)\) denote the fitness of
the mutants in the environment of the residents. The relative fitness of the mutants
with respect to the residents is known as the differential fitness and is given by

\[
S(k_R, k_M) = F_M(k_R, k_M) - F_R(k_R). \tag{2.3}
\]

The two-parameter function \(S\) allows us to predict which mutant strategies can invade
a particular resident population. For example, for a given resident strategy \(k_R\), the
values of \(k_M\) that result in \(S > 0\) correspond to the mutant strategies that when
rare, can invade the established resident population. Further, a study of the selection
landscape \(S\) can help us predict when we expect to see an evolutionarily stable [122]
monomorphic population (all individuals having the same strategy) and when we
expect to see opportunities for branching (speciation into sets of individuals having
different strategies) in evolutionary simulations.

The evolutionary dynamics of the resident strategy \(k_R\) are given by

\[
\frac{dk_R}{dt} = \alpha \left. \frac{\partial S}{\partial k_M} \right|_{k_M = k_R} =: \alpha g(k_R), \tag{2.4}
\]

where \(g(k_R)\) is known as the selection gradient and \(\alpha > 0\) is related to the extent of
mutation in the population. As the strategy \(k_R\) of the population evolves according
to (2.4), the small mutations \(k_M\) about the resident strategy \(k_R\) also evolve accord-
ingly. The sign of the selection gradient \(g(k_R)\) is indicative of the direction in which
the strategy of the population will evolve. In particular, the strategy of the population
will increase for \(g(k_R) > 0\) and decrease for \(g(k_R) < 0\). Evolutionary singular
strategies \(k_s\) correspond to a vanishing selection gradient \(g(k_s) = 0\). Singular strategies
are evolutionary attractors for the population (also known as Convergent Stable
Strategies (CSS)) if they satisfy the condition

\[
\left. \frac{\partial g}{\partial k_R} \right|_{k_R = k_s} < 0. \tag{2.5}
\]
CSS stable attractive strategies $k_*$ can be either monomorphic evolutionary stable strategies for the population, or can be branching opportunities where the population speciates. The condition for a CSS singular strategy to be a branching point for the population is given by

$$\frac{\partial^2 S}{\partial k_M^2} k_M=k_R=k_* > 0. \quad (2.6)$$

Figure 2.3: Pairwise invasibility plots. Dark regions correspond to differential fitness (2.3) $S > 0$ and white regions to $S < 0$. The resident population on the main diagonal moves in the direction of the white arrows shown, corresponding to the dynamics (2.4). The red vertical lines mark singular strategies. Singular strategies with arrows pointing towards them are convergence stable (CSS). Singular strategies with vertical lines passing through regions that are exclusively white are evolutionarily stable (ESS).

Figure 2.3 shown pairwise invasibility plots (PIP) [25] corresponding to the CSS and branching cases described above. PIPs provide a geometric method for analyzing evolutionary dynamics. The population strategy at any instant is distributed about a point on the main diagonal of each plot, with resident strategy $k_R$ and small mutations $k_M$ about the resident strategy. The population distribution moves in the direction of the arrows shown on the plot, eventually arriving at a CSS attractor, or at the boundaries of the strategy space. At the CSS attractor, the population can remain monomorphic when attractor is at a fitness maximum, or can branch when the attractor is at a local fitness minimum. We employ PIPs to study collective migration in Chapter 5.

The replicator (2.1), replicator-mutator (2.2), and adaptive dynamics (2.3), (2.5) model the evolution of strategies in a single large population. However certain co-evolutionary processes, such as interactions between predators and prey for example, involve the coupled evolutionary dynamics between two distinct populations. The single-population models described here can be extended to study such coevolution-
ary processes; we will consider an extension of the replicator dynamics to model the evolutionary dynamics of pursuit and evasion in Chapter 6.

2.2 Dynamical Systems Tools

A dynamical system is a mathematical model describing the time evolution of a set of variables which collectively define the state of the system at any given point in time. There is a rich set of tools in the dynamical system literature (for example see [32, 59, 125]) for computing and understanding the solutions to these systems, including the study of bifurcations. A bifurcation is a qualitative change in the solutions of a dynamical system as a result of the smooth change in a system parameter (known as the bifurcation parameter). Bifurcations that are detected by studying small neighborhoods of equilibria and limit cycles of dynamical systems are known as local bifurcations. In Chapters 3, 4, 5 and 7, we study local bifurcations of specific continuous-time dynamical systems, and in this section we introduce the kinds of bifurcations that appear in these chapters.

Consider the continuous-time dynamical system with state $x \in \mathbb{R}^N$ and bifurcation parameter $\mu \in \mathbb{R}$ given by

$$\dot{x} = f(x, \mu), \quad (2.7)$$

with the vector field $f : \mathbb{R}^N \times \mathbb{R} \mapsto \mathbb{R}^N$. The range of behavior for one-dimensional systems ($x \in \mathbb{R}$) is limited; solutions either approach stable equilibria or diverge to infinity. Nonetheless, the analysis of certain bifurcations in higher dimensional systems can be reduced to studying one-dimensional normal forms (nonlinear analog of matrix diagonalization or matrix Jordan normal form [32, 59]) by using the center manifold theorem (see [32] for details). The four main bifurcations for one-dimensional systems are given below, and illustrated in Figure 2.4.

(a) Saddle-Node: Normal form $\dot{x} = \mu + x^2$. Equilibria exist for $\mu < 0$. As $\mu \to 0^-$ an unstable saddle and a stable sink collide and disappear.

(b) Transcritical: Normal form $\dot{x} = \mu x - x^2$. A stable branch and an unstable branch of equilibria exist for all $\mu \neq 0$. The branches exchange stability at $\mu = 0$.

(c) Supercritical Pitchfork: Normal form $\dot{x} = \mu x - x^3$. The $x = 0$ equilibrium is stable for $\mu < 0$ and unstable for $\mu > 0$. There are two additional stable equilibria for $\mu > 0$, which appear at the pitchfork bifurcation point $\mu = 0$. 
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(d) Subcritical Pitchfork: Normal form $\dot{x} = \mu x + x^3$. The $x = 0$ equilibrium is stable for $\mu < 0$ and unstable for $\mu > 0$. There are two additional unstable equilibria for $\mu < 0$.

In addition to stable and unstable equilibria, $N(\geq 2)$-dimensional systems ($x \in \mathbb{R}^N$) can also have periodic orbits, limit cycles, homo/hetero-clinic connections and chaotic attractors (chaotic attractors may exist only for $N \geq 3$, see the Poincaré-Bendixson theorem in [32] and Peixoto’s theorem in [32, 100]). Bendixson’s criterion provides sufficient conditions for the nonexistence of periodic orbits for planar systems ($x \in \mathbb{R}^2$) [32].

Theorem 2.1. (Bendixson’s Criterion) An autonomous planar vector field (2.7) defined on a simply connected region $D \subset \mathbb{R}^2$ has no periodic orbits lying entirely in $D$ if $\frac{\partial f_1}{\partial x_1} + \frac{\partial f_2}{\partial x_2}$ is not identically zero and does not change sign in $D$.

One-parameter bifurcations in dynamical systems with a one- or two-dimensional state space can be conveniently plotted in two and three dimensions respectively. Constructing bifurcation plots is more challenging for higher dimensional ($N \geq 3$) systems, for which we can either plot projections in two or three dimensions (as in Chapters 4 and 5), or construct reduced dimensional approximations of the dynamics (as in Chapter 7).

For high dimensional systems, our focus in Chapter 4 will be on the existence of stable limit cycles, arising out of Hopf bifurcations of the dynamics. The normal form of the Hopf bifurcation is given by

$$\begin{align*}
\dot{x}_1 &= \mu x_1 - x_2 + \sigma x_1(x_1^2 + x_2^2) \\
\dot{x}_2 &= x_1 + \mu x_2 + \sigma x_2(x_1^2 + x_2^2),
\end{align*}$$

(2.8)

where $\sigma = \pm 1$ ($\sigma = \text{sign}(\ell_1(0))$ from Theorem 2.2 below). The Hopf bifurcation point is $\mu = 0$. The origin is asymptotically stable for $\mu < 0$ and unstable for $\mu > 0$. The
bifurcation is supercritical for $\sigma = -1$ and subcritical for $\sigma = +1$. The supercritical bifurcation results in stable limit cycles of radius $\sqrt{\mu}$ for $\mu > 0$ as shown in Figure 2.5. For general $N \geq 3$ dimensional systems, the Hopf bifurcation theorem [32, 59] provides sufficient conditions for the existence of stable limit cycles arising out of supercritical Hopf bifurcations.

**Theorem 2.2.** (Hopf bifurcation) Suppose that the system $\dot{x} = f(x, \mu)$, $x \in \mathbb{R}^N$, $\mu \in \mathbb{R}$, has an equilibrium $(x_0, \mu_0)$ and the following properties are satisfied:

- (H1) The Jacobian $D_x f|_{(x_0, \mu_0)}$ has a simple pair of pure imaginary eigenvalues $\lambda(\mu_0)$ and $\overline{\lambda(\mu_0)}$ and no other eigenvalues with zero real parts,

- (H2) $\frac{d}{d\mu}(\text{Re } \lambda(\mu)) \bigg|_{(\mu = \mu_0)} \neq 0$.

Then the dynamics undergo a Hopf bifurcation at $(x_0, \mu_0)$ resulting in a one-parameter family of periodic solutions. The system is locally topologically equivalent to the normal form (2.8) near the origin. The stability of the periodic solutions is given by the sign of the first Lyapunov coefficient of the dynamics $\sigma = \text{sign} \left( \ell_1|_{(x_0, \mu_0)} \right)$. If $\ell_1 < 0$ then these solutions are stable limit cycles and the Hopf bifurcation is supercritical, while if $\ell_1 > 0$ the periodic solutions are repelling.

Figure 2.5: Bifurcation plot (left) for the supercritical Hopf bifurcation normal form (2.8). Blue curves are stable equilibria, red curves are unstable equilibria and magenta curves are stable limit cycles. The two right plots are phase portraits for $\mu = -2$ and $\mu = 3$, corresponding to the grey slices on the bifurcation plot.
A key challenge is determining the right sets of coordinate transformations to convert the center manifold dynamics to the normal form (2.8); details of the calculation of the Lyapunov coefficient $\ell_1$ are provided in Appendix A.

![Cusp catastrophe bifurcation plot](image)

**Figure 2.6:** Cusp catastrophe bifurcation plot. The surface corresponds to the equilibria of the cusp catastrophe normal form (2.9) plotted as a function of the bifurcation parameters $\mu_1$ and $\mu_2$. The planar projection on the $\mu_1 - \mu_2$ surface shows the bifurcation set of the system, including the region with bistability. Outside this region, the system has one stable equilibrium.

Our discussion on bifurcations so far has focused on bifurcations as a single parameter $\mu$ is varied. There exist several classes of multi-parameter bifurcations, one of which is the two-parameter cusp catastrophe [102], the normal form of which is given by

$$\dot{x} = x^3 - \mu_1 x - \mu_2.$$ (2.9)

Figure 2.6 shows the equilibria and bifurcation set of this system as a function of bifurcation parameters $\mu_1$ and $\mu_2$. Saddle node bifurcations occur along the bifurcation set defined by $\mu_2 = \frac{2}{3\sqrt{3}} \mu_1^{3/2}$ except at the point $\mu_1 = \mu_2 = 0$, which is a pitchfork bifurcation point (pitchfork bifurcation moving along the line $\mu_2 = 0$). This results in a region of bistability (two stable equilibria), as shown in the plot. We will encounter systems with a cusp catastrophe in Chapter 3 (Figure 3.4) and in Chapter 7 (Figure 7.3).
2.3 Graph Theory Tools

Graphs are a convenient tool for representing interactions between agents in a multi-agent network. For a graph with \( N \) nodes, the structure of the graph is encoded in an \( N \times N \) non-negative adjacency matrix \( A = [a_{ij}] \). Each \( a_{ij} > 0 \ (i \neq j) \) is the weight of a directed edge from node \( i \) to node \( j \). Each \( a_{ii} > 0 \) corresponds to the weight of a self cycle at node \( i \). An edge exists from node \( i \) to node \( j \) if and only if \( a_{ij} > 0 \).

Let \( \mathcal{N}_i \) denote the set of neighbors of node \( i \), i.e., \( j \in \mathcal{N}_i \) if and only if \( a_{ij} > 0 \). For unweighted graphs, \( a_{ij} \in \{0, 1\} \). A graph is said to be undirected if its adjacency matrix is symmetric, i.e., \( a_{ij} = a_{ji} \) for all \( i, j \). For a graph with adjacency matrix \( A \), the Laplacian matrix of the graph is given by \( L = \text{diag}(A1) - A \). Let \( G(L) \) denote the directed graph with Laplacian matrix given by \( L \). Figure 2.7 illustrates the adjacency and Laplacian matrices for a particular graph.

![Graph](image)

**Figure 2.7:** Adjacency and Laplacian matrices for a specific directed graph with \( N = 6 \) nodes. Graph edge weights are chosen such that the Laplacian matrix is normalized to zeros and ones on the main diagonal.

In biological systems, individual agents such as birds in a flock, or fish in a school, are represented as nodes on a graph and interactions between agents are represented as directed edges with a prescribed (possibly state dependent) weight. For example, an edge from node \( i \) to node \( j \) with weight \( a_{ij} \) could represent that agent \( i \) senses agent \( j \) with strength \( a_{ij} \). Similarly, in robotic networks, nodes can represent individual robots with edges corresponding to communication or sensing links between them.

The Laplacian matrix features prominently in the multi-agent systems literature to model the continuous-time consensus or agreement process [111, 91, 47]. Consider a state vector \( \mathbf{x} \in \mathbb{R}^N \) with dynamics given by

\[
\dot{\mathbf{x}} = -L\mathbf{x}.
\]
Here $x_i$ corresponds to the state of each node of the network and the dynamics (2.10) correspond to agents on the graph updating their state to reach agreement with the mean of their neighbors (as defined at the beginning of this section). The dynamics (2.10) converge to the agreement subspace $\alpha 1$ for some scalar $\alpha$ if and only if the directed graph corresponding to $L (G(L))$ is connected. Connectivity of $G(L)$ requires that there exists at least one node, labeled the root, such that a directed path exists from every other node of the network to the root [111, 64, 110]. For example, the graph in Figure 2.7 is connected with root node 3. In Chapter 5 we discuss graph connectivity and consensus in more detail in the context of collective migration.

![Graph Connectivity and Consensus](image)

$A = \text{Circulant}(0, a, 0, 0, 0, 0)$  $A = \text{Circulant}(0, 0, a, 0, 0, 0)$  $A = \text{Circulant}(0, 0, 0, a, 0, 0)$

Figure 2.8: Illustration of circulant graphs for $N = 6$ nodes where each node has one outgoing edge.

In Chapters 3 and 4 we focus on a specific class of graph topologies with circulant adjacency matrices. A circulant matrix is fully specified by its first row; the subsequent rows are cyclic permutations of the first row to the right with offset given by the row index. Let circulant matrix $C$ be given by

$$C = \text{Circulant}(c_1, c_2, \cdots, c_N) = \begin{bmatrix}
c_1 & c_2 & \cdots & c_N \\
c_N & c_1 & c_2 & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
\vdots & \ddots & c_N & c_1 & c_2 \\
c_2 & \cdots & \cdots & c_N & c_1
\end{bmatrix}. \quad (2.11)$$

In Figure 2.8 we illustrate three circulant graph topologies. The symmetry of circulant graphs, and corresponding well-known properties such as an analytical characterization of eigenvalues and eigenvector of circulant adjacency and Laplacian matrices, make these topologies particularly well-suited for analysis [43].

Graphs can also be constructed by considering the spatial embedding of nodes and using spatial metrics to define the existence and weights of edges. This is particularly
useful when considering models of collective motion where agents interact with others within a specific distance from them (distance metric) [14, 15], or with a specific number of nearest neighbors (topological metric) [3, 10]. Graphs with the distance metric are undirected by definition if the specific distance is the same for every agent; see Figure 2.9 for an illustration.

![Figure 2.9: Spatially embedded graphs with N = 20 nodes. The blue circles indicate node positions, both graphs have an identical set of nodes. For the graph on the left, each node is connected to its three nearest neighbors. For the graph on the right, each node is connected to all nodes within the distance indicated by the dashed line segment.](image)

2.4 Stochastic Dynamics

It is often the case that in modeling physical systems one chooses to ignore or neglect the role of noise and disturbances that drive these systems, either by a rigorous calculation, or informally. Indeed a large part of the field of control theory is devoted to designing controllers for systems that minimize the impact of external noise and disturbances, thereby enabling such systems to track and converge efficiently. Nonetheless, the lack of predictability is inherent to a large variety of natural phenomena. In this section, we will be concerned with noisy (stochastic) systems that have limited predictability: the mean motion of these stochastic systems is often easy to determine, but the fluctuations about this mean motion are not predictable. As we will see in Chapters 5 and 7, quantifying the magnitude of these fluctuations is important for understanding the dynamics of specific collective systems.
The simplest one-dimensional stochastic system can be represented using an Ito stochastic differential equation (SDE) [24]

\[ dx = \alpha(x, t)dt + \beta(x, t)dW. \]  

(2.12)

Here \( x \) denotes the stochastic state variable, \( \alpha(x, t) \) and \( \beta(x, t) \) are the drift and noise intensity functions respectively, and \( dW \) is the standard Wiener increment. The Wiener process \( dx = dW \iff x(t) = W(t) \) has mean \( x(0) \) and variance that grows linearly with time. There is a one-to-one correspondence between the SDE representation of the stochastic process (2.12) and the Fokker-Planck (FP) representation of the evolution of the probability density of the state \( x \) with time. Specifically, let \( p(x, t) \) represent the probability density function of the state \( x \) at time \( t \) with initial condition \( x(t = 0) = x_0 \). Then \( p(x, t) \) evolves according to

\[ \frac{\partial p}{\partial t} = -\frac{\partial}{\partial x} [\alpha(x, t)p(x, t)] + \frac{1}{2} \frac{\partial^2}{\partial x^2} [\beta(x, t)^2 p(x, t)] , \]  

(2.13)

with initial distribution \( p(x, 0) = \delta(x - x_0) \). There is a complete equivalence between the SDE (2.12) and the FP equation (2.13) with drift coefficient \( \alpha(x, t) \) and diffusion coefficient \( \beta(x, t)^2 \) [24].

![Figure 2.10](image)

**Figure 2.10:** Simulations of the stochastic dynamics (2.12) \( dx = (a + bx)dt + \sigma dW \) with initial condition \( x_0 = 2 \); each figure shows 50 sample trajectories with the ensemble mean plotted in the darker dashed curve. (a) Wiener Process (WP) with parameters \( a = b = 0, \sigma = 1 \). (b) Ornstein-Uhlenbeck process (OU) with parameters \( a = -5, b = 25 \) and \( \sigma = 1 \). (c) Drift Diffusion process (DDM) with parameters \( a = 0, b = 1, \sigma = 1 \). Note that only the stable OU process (b) has finite steady-state variance. We use the first order Euler-Mayurama method for all simulations of SDEs [39].

Let \( \mathcal{N}(\mu, \sigma^2) \) denote a Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \). If \( \alpha = 0 \) and \( \beta = \sigma \), the system (2.12) reduces to the standard Wiener process \( x(t) = \sigma W(t) \) or equivalently \( p(x, t) = \mathcal{N}(x_0, \sigma^2 t) \) illustrated in Figure 2.10(a). For a linear drift term
\( \alpha(x, t) = ax + b \) and constant noise term \( \beta(x, t) = \sigma \), the equation (2.12) corresponds to the one-dimensional Ornstein-Uhlenbeck (OU) process. For \( a < 0 \) the OU process is stable with a stationary steady state solution with mean \( E[x]_{ss} = -b/a \) and variance \( \sigma^2_{ss} = \sigma^2/(2a) \). Equivalently \( \lim_{t \to \infty} p(x, t) = \mathcal{N}(\frac{-b}{a}, \frac{\sigma^2}{2a}) \). The stable OU is illustrated in Figure 2.10(b). The SDE with \( \alpha = b \) and \( \beta = \sigma \) is the continuum limit of the random walk model and is also known as the drift diffusion model (DDM), widely studied as a model for optimal decision making in neural systems [8]. This model does not converge to a steady state solution, but rather has solution mean and variance that grow linearly with time, i.e., \( p(x, t) = \mathcal{N}(x_0 + bt, \sigma^2 t) \). The DDM is illustrated in Figure 2.10(c).

For a multi-dimensional stochastic state vector \( \mathbf{x} \in \mathbb{R}^N \), the multivariate stochastic dynamics are given by

\[
\mathrm{d}\mathbf{x} = \alpha(\mathbf{x}, t)\mathrm{d}t + \beta(\mathbf{x}, t)\mathrm{dW},
\]  

(2.14)

where \( \alpha : \mathbb{R}^N \times \mathbb{R} \mapsto \mathbb{R}^N \), \( \beta : \mathbb{R}^N \times \mathbb{R} \mapsto \mathbb{R}^N \), and \( \mathrm{dW} \in \mathbb{R}^N \) is the multi-dimensional Wiener increment. Similar to (2.13), the multivariate FP equation equivalent to (2.14) is given by

\[
\frac{\partial p}{\partial t} = -\sum_i \frac{\partial}{\partial x_i} [\alpha_i(\mathbf{x}, t)p(\mathbf{x}, t)] + \frac{1}{2} \sum_i \sum_j \frac{\partial^2}{\partial x_i \partial x_j} \left\{ [\beta(\mathbf{x}, t)\beta(\mathbf{x}, t)^T]_{ij} p(\mathbf{x}, t) \right\},
\]  

(2.15)

where \( p(\mathbf{x}, t) \) is the multivariate probability density function for the state \( \mathbf{x}(t) \) with initial condition \( \mathbf{x}(t = 0) = \mathbf{x}_0 \).

Let \( \mathcal{N}(\mu, \Sigma) \) denote the multivariate Gaussian distribution with mean \( \mu \) and covariance matrix \( \Sigma \) (symmetric, positive semi-definite). The multivariate Wiener process is given by \( \alpha = 0 \) and \( \beta = B \) where \( B \) is a constant matrix; this process has solution \( p(\mathbf{x}, t) = \mathcal{N}(\mathbf{x}_0, BB^T) \). \( \alpha = A\mathbf{x} + b \) and \( \beta = B \) results in the multivariate OU process

\[
\mathrm{d}\mathbf{x} = (A\mathbf{x} + b)\mathrm{d}t + BdW,
\]  

(2.16)

where \( A \in \mathbb{R}^{N \times N} \) and \( B \in \mathbb{R}^{N \times N} \) are constant square matrices and \( b \in \mathbb{R}^N \) is a constant vector. If \( A \) is Hurwitz (all eigenvalues in the open left half of the complex plane), then the process (2.16) has a steady-state mean given by \( E[\mathbf{x}]_{ss} = -A^{-1}b \) and state state covariance matrix \( \Sigma_{ss} \) given by the solution to the system of linear equations (Lyapunov equation) [24]

\[
A\Sigma_{ss} + \Sigma_{ss}A^T = -BB^T.
\]  

(2.17)
We employ the system of equations (2.17) to study the evolutionary dynamics of a networked migration model in Chapter 5.

Setting \( A = -L, \ b = b_1 \) and \( B = \sigma I \) in (2.16) results in a coupled version of the DDM studied recently in [104]. Here \( L \) is the positive semi-definite Laplacian matrix from (2.10) that encodes the networked coupling between different drift-diffusing decision-making units.

### 2.4.1 Random Points on a Simplex

![Figure 2.11](image)

**Figure 2.11:** Random distributions of points on \( \Delta_2 \). The red points in \( \mathbb{R}^3 \) are drawn randomly from a uniform distribution in (a) and an exponential distribution in (b). The intersection of the line joining each red point and the origin, with the simplex \( \Delta_2 \), is marked in blue (this is the geometric illustration of the division by sum normalization).

For several of the simulations in the chapters to follow, we pick initial conditions that are uniformly randomly distributed on the simplex \( \Delta_{N-1} \). A seemingly reasonable method to do this would be to choose \( N \) independent uniformly randomly distributed values on the interval \([0, 1]\) and divide each by the total sum of the values to get a simplex vector. This method, however, results in points that are clustered in the middle of the simplex as illustrated in Figure 2.11. The correct method to do this is to draw \( N \) values independently from an exponential distribution and then normalize. The resultant vectors are then uniformly distributed on the simplex, as illustrated geometrically in Figure 2.11. We refer the reader to the Dirichlet distribution described in [58] for more details.
Chapter 3

Replicator-Mutator Dynamics in the Plane

As discussed in Chapters 1 and 2, the replicator-mutator dynamics define a canonical model from evolutionary theory and have been recently applied to model the evolution of language and the decision-making dynamics of social networks. In this chapter, we study a form of the replicator-mutator dynamics and prove necessary and sufficient conditions for the existence of stable limit cycles for \( N = 3 \) competing strategies; we generalize these results to \( N \geq 3 \) strategies in Chapter 4. Stable limit cycles correspond to sustained oscillations in strategy dominance across some or all of the population. The form of the dynamics considered, and the interpretation of the oscillations, depends on the applications of interest; three motivating applications are discussed in §1.1. The results presented in this chapter have been published in [97].

The analysis of the replicator-mutator dynamics in the literature has focused primarily on stable limiting equilibrium behavior where the fitness terms are assumed to have a lot of symmetry (e.g. [75, 85, 90]). However, the recent \( N = 2 \) analysis in [56] (discussed in §3.3) shows that the symmetric case is structurally unstable and that breaking symmetry in fitness yields qualitatively different bifurcations of the dynamics. Further, in [76] the authors illustrate that the replicator-mutator dynamics exhibit limit cycles and chaos for specific model parameter values. In this chapter, we show that the limiting behaviors of the replicator-mutator dynamics are tied to the structure of the fitness model, and we prove how breaking symmetry yields some of the richer outcomes simulated in [76]. It is known that the replicator dynamics for \( N \geq 4 \) can generate limit cycles and chaos for particular choices of fitness [76, 124, 86]. Here we investigate the role that both fitness and mutation play in generating limit cycles for the replicator-mutator dynamics.
With mutation strength as the bifurcation parameter, we prove that Hopf bifurcations can occur for the replicator-mutator dynamics with $N = 3$ and characterize the existence of stable limit cycles using an analytical derivation of the Hopf bifurcation points and the corresponding first Lyapunov coefficients [32, 59]. It is important to emphasize that the limit cycles discussed in this chapter are fundamentally different from the rock-paper-scissors game dynamics cycles of the replicator equations (e.g. [121, 53, 41]). This is because the limit cycles of the replicator-mutator dynamics here are driven in part by mutation, and exist as a consequence of bifurcations that occur as mutation strength changes. Indeed, in the absence of mutation, the corresponding replicator game dynamics would yield stable equilibria at the simplex boundaries for the models studied here.

3.1 Model Description

Consider a large population of agents and $N$ distinct strategies $S_i$, $i = 1, 2, \ldots, N$. Let $x_i \in [0, 1]$ be the fraction of individuals in the population with strategy $S_i$ such that $\sum_{i=1}^{N} x_i = 1$. Let the population distribution vector $\mathbf{x} = [x_1, \ldots, x_N]^T$. The fitness $f_i$ of agents with strategy $S_i$ is given by

$$f_i = \sum_{k=1}^{N} b_{ik} x_k.$$

Let $\mathbf{f} = [f_1, \ldots, f_N]^T$. Then $\mathbf{f} = B\mathbf{x}$, where $B = [b_{ij}] \in \mathbb{R}^{N \times N}$, and the average population fitness is $\phi = \mathbf{f}^T \mathbf{x} = \mathbf{x}^T B \mathbf{x}$. $B$ is known as the payoff matrix where $b_{ij} \geq 0$ represents the payoff to an agent with strategy $S_i$ on interacting with an agent with strategy $S_j$.

We assume that payoffs are all non-negative and that agents get a maximal payoff (normalized to 1) on interacting with others subscribed to the same strategy. Hence $B$ satisfies

$$b_{ii} = 1 \text{ and } b_{ij} \in [0, 1) \text{ for } i \neq j. \quad (3.1)$$

As noted in [90], the payoff matrix $B$ can be interpreted from a graph theoretic perspective as the adjacency matrix of a directed graph. The nodes of the graph correspond to the strategies $S_i$. The diagonal elements of $B$ ($b_{ii} = 1$) correspond to self-cycles at each node. Each of the non-zero off-diagonal elements $b_{ij}$ corresponds to

*This sections is presented verbatim as in [93].
the weight of a directed edge from node $S_i$ to node $S_j$. Symmetric payoff matrices $B$ correspond to undirected graphs. This graph theoretic viewpoint is important in our work, particularly as a tool to visualize the structure of the payoff matrix. Consider the following condition:

**Condition 3.1.** Every row and column of $B$ has at least one non-zero off diagonal element.

From the graph theoretic perspective, Condition 1 requires that every node of the graph has at least one outgoing and one incoming link; this ensures that there are no isolated disconnected nodes of the payoff graph. We will restrict to examining graphs that satisfy Condition 1.

Next we define $q_{ij}$ to be the probability that agents with strategy $S_i$ mutate (spontaneously change) to strategy $S_j$. Note that since $\sum_j q_{ij} = 1$, the mutation matrix $Q = [q_{ij}]$ is row stochastic. The elements of the mutation matrix $Q$ are defined in terms of a mutation parameter $\mu \in [0, 1]$. The mutation parameter represents the probability of error in replication. For example, $\mu = 0$ denotes perfect replication and no mutation whereas $\mu = 1$ denotes pure mutation.

In this chapter, we use two specific models for the mutation matrix $Q$. The first model defines the mutation probabilities $q_{ij}$ as a function of the payoffs $b_{ij}$ and the mutation strength $\mu$ as follows:

$$q_{ii} = (1 - \mu), \quad q_{ij} = \frac{\mu b_{ij}}{\sum_{i \neq j} b_{ij}} \text{ for } i \neq j.$$  

(Q1)

The form of $q_{ij}$ in (Q1) is motivated by the graph theoretic perspective on the replicator-mutator dynamics and is a generalization of the structured mutational models in $[60, 56]$. Intuitively, this model implies that spontaneous mutation to alternative strategies is weighted in favor of strategies that yield higher payoff. The mutation models in $[90, 60, 75, 85]$ are special cases of (Q1) in which the payoff matrix $B$ is symmetric. We call (Q1) the *dependent* mutation model since (Q1) is dependent on $B$.

The second mutation model we consider corresponds to a uniform random probability of mutating to alternative strategies as follows:

$$q_{ii} = (1 - \mu), \quad q_{ij} = \frac{\mu}{N - 1} \text{ for } i \neq j.$$  

(Q2)

We call (Q2) the *independent* mutation model since (Q2) is independent of $B$. 
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There are several alternative possibilities for the mutation matrix $Q$. Our choice of (Q1) and (Q2) enables a comparison between independent and dependent mutation models, and represents two generic models that are popular in the literature and meaningful in the context of our motivating applications.

The strategies $S_i$, payoffs $b_{ij}$ and mutation probabilities $q_{ij}$ can be interpreted in each of our motivating contexts from §1.1:

a) For the evolution of language, each $S_i$ is a specific grammar in the population and $b_{ij}$ is the probability that a sentence spoken at random by individuals with grammar $S_j$ can be parsed by individuals with grammar $S_i$. Higher values of the diagonal terms $q_{ii} = 1 - \mu$ of the mutation matrix $Q$ correspond to more effective language transmission or learning, and the off-diagonal terms $q_{ij}$ correspond to mutation probabilities to alternative grammars.

b) In social networks, each $S_i$ represents a particular behavior in a population and $b_{ij}$ represents the degree to which agents with behavior $S_i$ are attracted to behavior $S_j$. Higher values of the mutation probabilities $q_{ij}$ correspond to a greater tendency for individuals to explore and adopt alternative behaviors in the population.

c) In multi-agent decision-making, each $S_i$ represents an alternative choice for the group and the $b_{ij}$ represent the perceived relative advantage of choice $S_j$ for agents currently subscribed to choice $S_i$. The mutation terms $q_{ij}$ model errors in the decision-making process, or agent random exploratory behavior.

The replicator-mutator dynamics describe the dynamics of the population distribution $x$ as a result of replication driven by fitness $f$ and mutation driven by $Q$:

$$
\dot{x}_i = \sum_{j=1}^{N} x_j f_j(x) q_{ji} - x_i \phi =: g_i(x); \quad \phi = f^T x.
$$

(3.2)

The replicator-mutator dynamics (3.2) can be derived as the limit of a simple stochastic error-prone imitation process, where agents imitate successful strategies proportional to relative payoffs $(f_i/\phi)$ and mutate to alternative strategies with probabilities $q_{ij}$; see [40, 7, 135] for details. As illustrated in [135, 7], there exist several possible microscopic imitation mechanisms that yield alternatives to the replicator-mutator dynamics in the limit. For this chapter, we focus on the replicator-mutator dynamics as these are popular in the literature and hence allow for comparisons with past work [75, 90, 60, 76].
The dynamics (3.2) evolve on the \((N - 1)\)-dimensional simplex phase space as follows. Define the \(n\)-simplex as

\[
\Delta_n = \left\{ \mathbf{x} \in \mathbb{R}^{n+1} \mid x_i \geq 0, \; \mathbf{x}^T \mathbf{1} = 1 \right\},
\]

where \(\mathbf{1}\) is a column vector of ones of appropriate dimension. Let \(g(\mathbf{x}) : \mathbb{R}^N \to \mathbb{R}^N\) be \(g(\mathbf{x}) = [g_1(\mathbf{x}), \ldots, g_N(\mathbf{x})]^T\) where \(g_i(\mathbf{x})\) is defined in (3.2). One can compute directly from (3.2) that \(x^T \mathbf{1} = 1 \implies \mathbf{1}^T g(\mathbf{x}) = 0\). Hence \(x^T \mathbf{1} = 1\) is an invariant hyperplane for the dynamics. Further, the non-negative orthant of \(\mathbb{R}^N\) is a trapping region for the dynamics; this follows from the fact that \(\dot{x}_i|_{x_i=0} \geq 0\). The intersection of the invariant hyperplane and the non-negative orthant of \(\mathbb{R}^N\) is the simplex \(\Delta_{N-1}\). Hence \(\Delta_{N-1}\) is a trapping region for the replicator-mutator dynamics (3.2) (see Figure 2.2 for an illustration of \(\Delta_1\) and \(\Delta_2\)).

Given the restriction to the simplex \(\Delta_{N-1}\), the \(N\)-dimensional dynamics (3.2) can be reduced to an \((N - 1)\)-dimensional system of equations:

\[
\begin{align*}
\dot{x}_i &= h_i(\tilde{x}), \; i \in \{1, 2, \ldots, N - 1\}, \\
h_i(\tilde{x}) &:= g_i \left( x_1, x_2, \ldots, x_{N-1}, 1 - \sum_{j=1}^{N-1} x_j \right),
\end{align*}
\]

where \(\tilde{x} = [x_1, \ldots, x_{N-1}]^T\) and \(h : \mathbb{R}^{N-1} \to \mathbb{R}^{N-1}\).

For \(\mu = 0\), the replicator-mutator dynamics reduce to the replicator dynamics (2.1) with payoff matrix \(B\) (3.1). Since \(B\) is diagonally dominant, the corresponding replicator dynamics are fairly constrained [74]. In particular, the vertices of the simplex (pure strategies \(x_i = 1, x_j \neq i = 0\)) are asymptotically stable, and are also the only evolutionarily stable states.

### 3.2 Motivation for Cycles

Our motivation to prove the existence of limit cycles in replicator-mutator dynamics comes in part from simulations of the dynamics (3.2) for random payoff matrices \(B\) (\(b_{ij}\) chosen from the uniform distribution on the interval \([0, 1]\) for \(i \neq j\)), which frequently exhibit oscillations. Figure 3.1 shows one simulation of the dynamics that is typical for mutation matrix (Q1) or (Q2). The dynamics in this simulation illustrate the transition from dominance of a single strategy (Figure 3.1(a)), to the coexistence

---

\(^\dagger\)This section is presented verbatim as in [93], except for the last paragraph and Figure 3.3.
of several strategies (Figure 3.1(b)), to eventually the collapse of dominance (Figure 3.1(c)), as the extent of mutation (parameterized by $\mu$) increases. The study of this shift in dominance, as a consequence of bifurcations in the dynamics, has received significant attention in the literature (e.g. [75, 85, 57, 60]).

![Figure 3.1](image.jpg)

**Figure 3.1:** A first typical simulation of the dynamics (3.2) for $N = 20$ nodes and $b_{ij} \in [0, 1]$ chosen randomly from the uniform distribution. The dynamics transition from (a) a highly coherent state for small $\mu$, to (b) coexistence for intermediate $\mu$, and eventually to (c) a mixed collapse of dominance for large $\mu$.

Figure 3.2 shows another simulation of the replicator-mutator dynamics that is also typical for mutation matrix (Q1) or (Q2). The dynamics in this simulation also transition from dominance of a single strategy (Figure 3.2(a)) to collapse of dominance (Figure 3.2(c)). However, unlike the first simulation, the dynamics exhibit sustained oscillations in strategy dominance at intermediate values of mutation strength $\mu$ (Figure 3.2(b)).

![Figure 3.2](image.jpg)

**Figure 3.2:** A second typical simulation of the dynamics (3.2) for $N = 20$ nodes and $b_{ij} \in [0, 1]$ chosen randomly from the uniform distribution. The dynamics transition from (a) a highly coherent state for small $\mu$, to (b) oscillating dominance for intermediate $\mu$, and eventually to (c) a mixed collapse of dominance for large $\mu$.

We are also motivated in part by simulations of the replicator-mutator dynamics in [76] that illustrate stable limit cycles for specific asymmetric payoff matrices (Figure 31).
3.3. The authors in [76] study language dynamics and are particularly motivated by the observation that oscillations appear more realistic than stable equilibria for the language dynamics with timescales on the order of several centuries.

![Figure 3.3: Illustration of a limit cycle (left simplex) for the dynamics (3.2) with payoff and mutation matrix as shown (from Figure 1 in [76]).](image)

\[
Q = \begin{pmatrix}
0.79 & 0.2 & 0.01 \\
0.01 & 0.79 & 0.2 \\
0.2 & 0.01 & 0.79
\end{pmatrix}
\quad
\begin{align*}
Q &= \begin{pmatrix}
0.76 & 0.2 & 0.04 \\
0.04 & 0.76 & 0.2 \\
0.2 & 0.04 & 0.76
\end{pmatrix} \\
B &= \begin{pmatrix}
0.88 & 0.2 & 0.2 \\
0.2 & 0.88 & 0.2 \\
0.2 & 0.2 & 0.88
\end{pmatrix}
\end{align*}
\]

3.3 Bifurcations with \( N = 2 \) Strategies\(^\dagger\)

Before we move on to study the \( N = 3 \) (planar) case, we summarize the results from [56] for dynamics (3.2) with \( N = 2 \) strategies. To simplify notation, define \( b_{12} := b_1 \) and \( b_{21} := b_2 \). With this notation and following the reduction (3.3), we have the one-dimensional system

\[
\begin{align*}
\dot{x}_1 &= h_1(x_1) = x_1 f_1 q_{11} + x_2 f_2 q_{21} - x_1^2 f_1 - x_1 x_2 f_2 \\
&= x_1 [b_1 + x_1(1 - b_1)] (1 - \mu - x_1) \\
&\quad + (1 - x_1) [1 + x_1(b_2 - 1)] (\mu - x_1).
\end{align*}
\]

\(^\dagger\)This sections is presented verbatim as in [97].
Figure 3.4 shows the equilibria of the dynamics (3.4), and their stability, as a function of the bifurcation parameter $\mu$. The bifurcation plot shows a transition from bistability to a mixed equilibrium via a pitchfork bifurcation in the case $b_1 = b_2$. The pitchfork bifurcation is structurally unstable; for $b_1 \neq b_2$ a saddle-node bifurcation occurs at a critical value $\mu_c$ as shown in Figure 3.4. Three branches of equilibria exist. One of the branches remains stable for all $\mu$ and approaches $x_1 = 0.5$ as $\mu$ approaches 1. The other two branches exist for $\mu < \mu_c$ and collide in a saddle-node bifurcation at $\mu_c$. Note that $b_1 \neq b_2$ corresponds to a directed payoff graph between the two nodes.

![Figure 3.4](image)

**Figure 3.4:** Three bifurcation plots for $N = 2$ nodes with parameters $b_1 = 0.2$ and $b_2 = 0.2, 0.25$ and 0.5. Blue curves are the stable equilibria and the red curves are the unstable equilibria. Similar to Figure 14 of [56].

A key observation from Figure 3.4 is that directed payoff graphs yield qualitatively different bifurcations when compared to undirected (symmetric) payoffs; this feature persists in higher dimensions. The equilibria and bifurcations plotted in Figure 3.4 correspond to vertical slices through a cusp catastrophe, the normal form of which is given in §2.2 and plotted in Figure 2.6.

### 3.4 Planar Analysis

To build intuition for our general results in Chapter 4, we focus here on the bifurcations of the dynamics (3.2) as a function of the bifurcation parameter $\mu$ for $N = 3$

---

$^5$This sections is presented verbatim as in [93] except for the discussion of the topology cases, which is taken from [97], and Figures 3.7 and 3.9, which are new.
strategies. Because the simplex is two-dimensional for \( N = 3 \) (3.3), it is easier than in higher dimensions to prove necessary and sufficient conditions for limit cycles and to visualize codimension-one bifurcations in three dimensions. We will show a transition from multiple stable dominant equilibria to a unique stable mixed equilibrium for increasing \( \mu \), and prove conditions for stable limit cycles to exist over an intermediate range of \( \mu \).

Consider the dynamics (3.2) with \( N = 3 \) and with the payoff parameters \( b_{ij} \) in (3.1) set to be either 0 or equal to a constant value \( b \in (0,1) \). There are five non-isomorphic graph topologies with three nodes that satisfy the connectivity specified by Condition 1 and have edges of identical weight \( b \); these are shown in Figure 3.5. Figure 3.5 also shows the analytically computed\(^*\) bifurcation plots for each of the topologies as a function of the mutation strength \( \mu \) for mutation matrix (Q1) and payoff matrix (3.1). The corresponding plots for mutation matrix (Q2) are shown in Figure 3.6.

\[ \text{Figure 3.5: Bifurcation plots for the } N = 3 \text{ case of dynamics (3.2), constant edge weights } b = 0.2 \text{ and mutation matrix (Q1). The } x\text{-axis in each plot is the mutation strength } \mu, \text{ blue and red curves are stable and unstable equilibria, respectively, and the magenta curves are stable limit cycles. The three-node graphs in each subplot have adjacency matrix } B \text{ with self-cycles (not shown) at each node. Panels (a) and (e) with circulant payoff matrices each have an unstable central equilibrium } x_1 = x_2 = x_3 = \frac{1}{3} \text{ which stabilizes for large enough } \mu \text{ (see Lemma 4.1).} \]

\(^*\)Equilibria and nullclines are solved using the MATLAB symbolic toolbox.
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Figure 3.6: Bifurcation plots for the $N = 3$ case of dynamics (3.2), constant edge weights $b = 0.2$ and mutation matrix (Q2). The $x$-axis in each plot is the mutation strength $\mu$, blue and red curves are stable and unstable equilibria, respectively, and the magenta curves are stable limit cycles. The three-node graphs in each subplot have adjacency matrix $B$ with self-cycles (not shown) at each node.

Note that for $\mu = 0$ the only stable equilibria for the replicator-mutator dynamics with payoffs (3.1) are the three pure strategy dominant equilibria at the corners of the triangle simplex. In all the subplots in Figures 3.5 and 3.6, bifurcations yield a unique mixed strategy interior equilibrium for increasing $\mu$. The transition from the dominant equilibria to the mixed equilibrium for increasing $\mu$ depends strongly on the topology of the payoff graph $B$ under consideration; there are three distinct cases:

1. All-to-all Interconnection: The replicator-mutator dynamics with all-to-all interconnection and identical weights is studied in detail in [75]. For $N = 3$ the payoff and mutation matrices are

$$B = \begin{bmatrix} 1 & b & b \\ b & 1 & b \\ b & b & 1 \end{bmatrix} \quad \text{and} \quad Q1 = Q2 = \begin{bmatrix} 1 - \mu/2 & \mu/2 & \mu/2 \\ \mu/2 & 1 - \mu/2 & \mu/2 \\ \mu/2 & \mu/2 & 1 - \mu \end{bmatrix}. $$

The bifurcation plot Figure 3.5(a) (or identically 3.6(a)) has two bifurcation points

$$\mu_{CA1} = \frac{2(1-b)}{3(2+b)} \quad \text{and} \quad \mu_{CA2} = \frac{6 + 2b}{1-b} - \sqrt{\left(\frac{6 + 2b}{1-b}\right)^2 - 4}. \quad (3.5)$$

At $\mu = \mu_{CA1}$ the equilibrium $x_{\text{mix,3}} = \frac{1}{3}1_3$ changes stability via an $S_3$-symmetric transcritical bifurcation [75]. At $\mu = \mu_{CA2}$ six equilibria disappear via three symmetric saddle-node bifurcations. Thus for $\mu > \mu_{CA2}$ the only remaining equilibrium is the stable $x_{\text{mix,3}}$. Figure 3.7 shows phase portraits of the dynamics with the all-to-all payoff topology, for various choices of $\mu$. 
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Figure 3.7: Phase portraits for dynamics (3.2) and with all-to-all payoff as in Figure 3.5(a) or Figure 3.6(a). The figure on the left of each of the four sub-figures shows nullclines (red $\dot{x}_1 = 0$, green $\dot{x}_2 = 0$ and magenta $\dot{x}_3 = 0$), vector field (grey arrows) and fixed points (filled circles are stable, unfilled circles are unstable). The figure on the right of each of the four sub-figures shows sample trajectories for randomly chosen initial conditions. The color scale indicates the magnitude of the flow (vector field) with hot colors corresponding to fast flow. $b = 0.2$ for this set of plots which gives $\mu_{CA1} = 0.2424$ and $\mu_{CA2} = 0.2540$ from (3.5).

2. Limited Interconnections: The bifurcation plots for graphs in Figures 3.5(b)-(d) and Figures 3.6(b)-(d) each have a stable branch of equilibria for all $\mu$. They also have two other stable and four unstable equilibria at $\mu = 0$ which disappear in saddle-node bifurcations as $\mu$ increases. Perturbations of the structurally unstable symmetric all-to-all case yield bifurcations that are qualitatively similar to the limited interconnection cases, much like the $N = 2$ bifurcations in Figure 3.4.

3. Directed Cycle Interconnection: The bifurcation plots in Figures 3.5(e) and 3.6(e) correspond to a directed cycle interconnection between nodes with payoff and mutation matrices

$$B = \begin{bmatrix} 1 & b & 0 \\ 0 & 1 & b \\ b & 0 & 1 \end{bmatrix}, \quad Q1 = \begin{bmatrix} 1 - \mu & \mu & 0 \\ 0 & 1 - \mu & \mu \\ \mu & 0 & 1 - \mu \end{bmatrix} \quad \text{and} \quad Q2 = \begin{bmatrix} 1 - \mu & \frac{\mu}{2} & \frac{\mu}{2} \\ \frac{\mu}{2} & 1 - \mu & \frac{\mu}{2} \\ \frac{\mu}{2} & \frac{\mu}{2} & 1 - \mu \end{bmatrix}.$$
The equilibrium $x_{\text{mix,3}}$ exists for all values of $\mu \in [0, 1]$. Three symmetric saddle-node bifurcations occur at $\mu = \mu_{C1}$ as shown in Figure 3.5(e); because of symmetry, the unstable manifold of each saddle-node lies in the stable manifold of the next, forming a degenerate heteroclinic cycle with three non-hyperbolic saddle-nodes. This gives rise to stable limit cycles as $\mu$ increases further. A Hopf bifurcation at $\mu = \mu_{C2}$ where $x_{\text{mix,3}}$ changes stability from an unstable to a stable focus and is surrounded by stable limit cycles for $\mu < \mu_{C2}$. Figure 3.8 shows phase portraits of the dynamics with the directed cycle payoff, for various choices of $\mu$.

![Figure 3.8: Phase portraits for dynamics (3.2) and with directed cycle topology as in Figure 3.5(e) and mutation matrix (Q1). The figure on the left of each of the four sub-figures shows nullclines (red $\dot{x}_1 = 0$, green $\dot{x}_2 = 0$ and magenta $\dot{x}_3 = 0$), vector field (grey arrows) and equilibria (filled circles are stable, unfilled circles are unstable). The figure on the right of each of the four sub-figures shows sample trajectories for randomly chosen initial conditions. The color scale indicates the magnitude of the flow (vector field) with hot colors corresponding to fast flow. $b = 0.2$ for this set of plots which gives $\mu_{C1} = 0.2136$ and $\mu_{C2} = 0.3$.](image)

Stable limit cycles of the dynamics exist in a wide region of parameter space for circulant payoff matrices $B$, for which the directed cycle topology in Case 3 above is a special case. Here we state necessary and sufficient conditions for the existence of
stable limit cycles for (3.2) with circulant payoff matrix given by

\[ B := B_{C,3} = \text{Circulant}(1, \alpha, \beta) = \begin{bmatrix} 1 & \alpha & \beta \\ \beta & 1 & \alpha \\ \alpha & \beta & 1 \end{bmatrix}, \{\alpha, \beta\} \in [0, 1) \text{ and } \alpha + \beta > 0. \]

Our choice of circulant payoff matrix \( B_{C,3} \) is in part for analytical tractability; we discuss limit cycles for non-circulant payoffs in Chapter 4. Lemma 3.1 provides necessary conditions for the existence of limit cycles for (3.2) with \( N = 3 \) and payoff matrix \( B_{C,3} \). Corollary 3.1 provides sufficient conditions for Hopf bifurcations and stable limit cycles and is a special case of the more general result in Theorem 4.1 to follow in Chapter 4.

**Lemma 3.1.** The dynamics (3.2) with payoff matrix \( B_{C,3} \) have no closed orbits in the simplex \( \Delta_2 \) for

\[ \mu > \frac{(2 - \alpha - \beta)(\alpha + \beta)}{6(\alpha + \beta + \alpha \beta)} =: \mu_{01} \text{ for mutation (Q1), and} \]

\[ \mu > \frac{2(2 - \alpha - \beta)}{3(4 + \alpha + \beta)} =: \mu_{02} \text{ for mutation (Q2).} \]

**Proof.** The simplex \( \Delta_2 \) (a simply connected subset of \( \mathbb{R}^2 \)) is a trapping region for the dynamics (3.2) (see \( \S 3.1 \)). The divergence of the vector field on \( \Delta_2 \) is negative semi-definite for \( \mu > \mu_{0i}, i \in \{1, 2\} \) (see Lemmas B.1 and B.2 in Appendix B). Therefore Bendixson’s Criterion (Theorem 2.1) implies that no closed orbits can lie in \( \Delta_2 \) for \( \mu > \mu_{0i} \).

**Corollary 3.1.** Equilibrium \( x_{\text{mix,3}} \) of the dynamics (3.2) with \( N = 3 \) strategies, payoff matrix \( B_{C,3} \), mutation matrix \( (Q_i) \) \((i = 1, 2)\) and bifurcation parameter \( \mu \), undergoes a supercritical Hopf bifurcation at \( \mu = \mu_{0i} \) leading to stable limit cycles for \( \mu < \mu_{0i} \) if \( \alpha \neq \beta \) and additionally if \( 2\alpha + 2\beta + 5\alpha \beta + \alpha^2 + \beta^2 \neq 2 \) for mutation matrix \( (Q1) \).

**Proof.** The proof relies on satisfying the conditions of the Hopf Bifurcation Theorem 2.2. This is shown for \( N \geq 3 \) in Theorem 4.1. For \( N = 3 \), the first Lyapunov coefficient is given by \( \ell_1(\alpha, \beta) = \frac{3(\alpha + \beta - 2)}{\omega_{0i}} \), where,

\[ \omega_{0i} = |\bar{\omega}_i|, \quad \bar{\omega}_i = \begin{cases} \frac{(\alpha - \beta)(\alpha^2 + \beta^2 + 2\alpha + 2\beta + 5\alpha \beta - 2)}{6\sqrt{3}(\alpha + \beta + \alpha \beta)} & i = 1 \\ \frac{(\alpha - \beta)(1 + \alpha + \beta)}{\sqrt{3}(4 + \alpha + \beta)} & i = 2 \end{cases} \]
This follows from the calculation of $\ell_1$ in Lemma 4.4. Supercriticality follows from $\omega_{01} \neq 0 \implies \ell_1 < 0$. See Figure 3.9 for a plot of $\ell_1(\alpha, \beta)$.

![Figure 3.9: Plot of $\ell_1(\alpha, \beta)$ from Corollary 3.1.](image)

Figures 3.5(e) and 3.6(e) show limit cycles for the specific case of $B_{C,3}$ with $\alpha = b$ and $\beta = 0$. Figure 3.10 shows three more limit cycle bifurcation plots for non-zero $\alpha$ and $\beta$ and mutation matrix (Q1). Interestingly, for the parameter values selected in Figure 3.10(b) stable limit cycles coexist with multiple stable equilibria. This coexistence of stable equilibria and stable limit cycles implies that different initial conditions can yield qualitatively distinct limiting behavior even with fixed parameters for the dynamics (i.e., without bifurcations).

![Figure 3.10: Bifurcation plots for the dynamics (3.2), payoff matrix $B_{C,3}$ and parameters $\alpha$ and $\beta$ as shown. The existence of Hopf bifurcations and stable limit cycles for the set of parameter choices follows from Corollary 3.1. Note the coexistence of stable equilibria with stable limit cycles in panel (b).](image)

While the focus of this chapter and the one to follow is on (local) Hopf bifurcations of the dynamics, we note that the dynamics also have global bifurcations. For example, for $\mu$ increasing from zero in the bifurcation plot in Figure 3.10(b), a heteroclinic cycle containing three hyperbolic saddle points exists at $\mu = 0.1$. A heteroclinic
bifurcation yields stable limit cycles as $\mu$ increases further. Phase portraits illustrating the heteroclinic cycle and one of the stable limit cycles are shown in Figure 3.11. In contrast, for the bifurcation plot in Figure 3.5(e), the directed cycle at $\mu = \mu_{C1}$ occurs because the unstable manifold of each of the non-hyperbolic saddle-nodes lies in the stable manifold of the next.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.11.png}
\caption{Phase portraits for dynamics (3.2) and parameters $\alpha = 0.95$ and $\beta = 0.05$ as in Figure 3.10(b) and mutation matrix (Q1). The top row of plots shows sample trajectories for randomly chosen initial conditions. The color scale indicates the magnitude of the flow (vector field) with hot colors corresponding to fast flow. The bottom row of plots shows nullclines ($\dot{x}_1 = 0$, green $\dot{x}_2 = 0$ and magenta $\dot{x}_3 = 0$), vector field (grey arrows) and equilibria (filled circles are stable, unfilled circles are unstable). For $\mu = 0.1$ (center pair), a heteroclinic connection exists between the three hyperbolic saddles. For $\mu = 0.14 \in (0.1, 0.19)$ (right pair), stable limit cycles coexist with three stable sinks.}
\end{figure}

In the next chapter we will consider bifurcations of the replicator-mutator dynamics in the general $N \geq 3$ case and prove conditions for the existence of stable limit cycles. We will also consider perturbations of the circulant fitness cases studied in this chapter, along with more general payoff graph topologies.
Chapter 4

Replicator-Mutator Dynamics in Higher Dimensions *

In Chapter 3 we looked at Hopf bifurcations for the replicator-mutator dynamics (3.2) with $N = 3$ strategies and circulant payoff matrix $B_{C,3}$. While the focus on three strategies was convenient for visualization, the simulations in Figure 3.2 indicate that the dynamics have stable limit cycles in higher dimensions as well ($N \geq 4$). In this chapter, we show that this is indeed the case by proving two main results. Theorem 4.1 shows that the dynamics undergo multiple Hopf bifurcations at distinct bifurcation points for $N \geq 3$, and Lemma 4.4 provides analytical conditions for the stability of the limit cycles arising from these Hopf bifurcations.

We focus on the dynamics with circulant payoff matrix $B_{C,N} \in \mathbb{R}^{N \times N}, N \geq 3$ given by

$$B_{C,N} := \text{Circulant}(1, \alpha, 0, \cdots, 0, \beta), \{\alpha, \beta\} \in [0, 1) \text{ and } \alpha + \beta > 0, \quad (4.1)$$

and mutation matrices (Q1) and (Q2). The directed graph corresponding to the payoff matrix $B_{C,N}$ is illustrated in Figure 4.1.

We have chosen to study the circulant two-parameter payoff structure $B_{C,N}$ both for purposes of tractability and to gain important insights regarding Hopf bifurcations of the dynamics in $N$ dimensions. In particular, we show the existence of multiple Hopf bifurcations as several distinct pairs of eigenvalues cross the imaginary axis with increasing mutation parameter $\mu$ in §4.1. Further, the criticality of the bifurcations, and correspondingly the existence of stable limit cycles, depends on the choice of parameters $\alpha$ and $\beta$, unlike the $N = 3$ case where all existing bifurcations are super-

*Sections 4.1–4.5 are presented verbatim as in [93].
critical; this is shown in §4.2. The illustrations in §4.2 and §4.3 show that the choice of the mutation matrix (Q1) or (Q2) plays an important role in determining the existence and criticality of the Hopf bifurcations. In §4.4 we extend the results from the previous sections to study multi-cycle dynamics for one-parameter graphs and show the existence of multiple stable limit cycle attractors. §4.5 focuses on generalizations to non-circulant and random payoff graphs and shows the tight connection between the existence of embedded cycles in these graphs and corresponding limit cycles of the dynamics.

4.1 Hopf Bifurcation Calculation

For payoff matrix \( B_{C,N} \), the equilibrium \( x_{\text{mix},N} = \frac{1}{N} 1_N = \left[ \frac{1}{N} \ldots \frac{1}{N} \right]^T \in \mathbb{R}^N \) undergoes Hopf bifurcations. Lemma 4.1 shows that \( x_{\text{mix},N} \) is always an equilibrium of (3.2) for circulant \( B \).

**Lemma 4.1.** If the payoff matrix \( B \) is circulant, then \( x_{\text{mix},N} \) is an equilibrium of the replicator-mutator dynamics (3.2) with mutation matrix (Q1) or (Q2).

**Proof.** Suppose \( B \) is circulant. Then \( 1 \) is an eigenvector of \( B \) with eigenvalue \( r_B = \sum_{j=1}^{N} b_{1j} \), i.e., \( B1 = r_B1 \). Matrix \( Q \) is also circulant by construction from (Q1) and (Q2). This means that \( \sum_{j=1}^{N} q_{ji} = \sum_{j=1}^{N} q_{ij} = 1 \). Let \( x = x_{\text{mix},N} \). Then \( f = Bx_{\text{mix},N} = \frac{1}{N} B1 = \frac{r_B}{N} 1 \). From (3.2),

\[
\dot{x}_i \bigg|_{x_{\text{mix},N}} = \frac{1}{N} \sum_{j=1}^{N} f_j \left( q_{ji} - \frac{1}{N} \right) = \frac{r_B}{N^2} \sum_{j=1}^{N} q_{ji} - \frac{r_B}{N^2} = 0,
\]

and \( x_{\text{mix},N} \) is an equilibrium.
To proceed with the analysis, we start by calculating \( D_x g|_{x_{mix,N}} \), the Jacobian matrix of the dynamics evaluated at the equilibrium point \( x_{mix,N} \). We then prove conditions for the existence of \( \left\lfloor \frac{N-1}{2} \right\rfloor \) pairs of complex conjugate eigenvalues of the Jacobian. We prove that each of these pairs of complex eigenvalues has distinct real part and hence each pair crosses the imaginary axis at different values of the bifurcation parameter \( \mu \). We show that each such crossing satisfies the conditions of the Hopf Bifurcation Theorem 2.2.

The \((i,j)\) entry of the Jacobian \( D_x g|_{x_{mix,N}} \), denoted \( [D_x g|_{x_{mix,N}}]_{ij} \), is given by

\[
\frac{1}{N} \left[ (2 + \alpha + \beta) q_{ji} + \alpha q_{j-1,i} + \beta q_{j+1,i} - \left( \frac{2}{N} + \delta_{ij} \right) (1 + \alpha + \beta) \right],
\]

where \( \delta_{ij} \) is the Kronecker delta and the indices \( i,j \) are denoted modulo \( N \), i.e. \( 1 \equiv N + 1, 0 \equiv N, \) etc. For circulant fitness \( B \), the Jacobian \( D_x g|_{x_{mix,N}} \) is also circulant.

Let \( \omega_N = \cos \left( \frac{2\pi}{N} \right) + i \sin \left( \frac{2\pi}{N} \right) \) be a complex, primitive \( N \)th root of unity. Let \( \omega_{N,k} = \omega_N^k = \cos \left( \frac{2\pi k}{N} \right) + i \sin \left( \frac{2\pi k}{N} \right) \) for any integer \( k \). For a circulant matrix \( M = [m_{ij}] \in \mathbb{R}^{N \times N} \), let

\[
\lambda_k(M) = \sum_{j=1}^{N} m_{1j} \omega_{N,k}^{-1}. \tag{4.3}
\]

Then, the \( N \) eigenvalues of \( M \) are \( \{\lambda_k(M), \lambda_{k+1}(M), \cdots, \lambda_{N+k-1}(M)\} \) for any \( k \) \([43]\). Lemma 4.2 provides necessary and sufficient conditions for the existence of complex eigenvalues for the Jacobian \( D_x g|_{x_{mix,N}} \).

**Lemma 4.2.** The Jacobian \( D_x g|_{x_{mix,N}} \) has \( \left\lfloor \frac{N-1}{2} \right\rfloor \) pairs of complex conjugate eigenvalues if and only if \( \alpha \neq \beta \) and

\[
\mu \neq \frac{\alpha + \beta}{2(1 + \alpha + \beta)} \text{ for mutation (Q1), or, } \mu \neq \frac{N - 1}{N} \text{ for mutation (Q2)}.
\]

**Proof.** The proof relies on the cyclic properties of complex roots of unity. Details are in Appendix C.1.

Note that if the conditions in Lemma 4.2 are not satisfied (either for the mutation (Q1) or for the mutation (Q2)), then the eigenvalues of the Jacobian are strictly real. When the conditions are satisfied, \( \omega_{N,k} \) is complex if and only if \( \lambda_k \left( D_x g|_{x_{mix,N}} \right) \) is complex. There are \( \left\lfloor \frac{N-1}{2} \right\rfloor \) complex conjugate pairs among the \( \omega_{N,k} \) for \( k = 1, \cdots, N \). For \( N = 3 \), the one complex pair is associated with the unique Hopf bifurcation point as seen in Figures 3.5(e), 3.6(e) and 3.10.
To prove the existence of Hopf bifurcations we need to show that conditions (H1) and (H2) of Theorem 2.2 are satisfied. We begin by calculating critical values of the bifurcation parameter $\mu$ corresponding to pairs of eigenvalues crossing the imaginary axis. Since mutation matrices (Q1) and (Q2) have entries that are linear in $\mu$, the entries of the Jacobian $D_xg|_{x_{mix,N}}$ are also all linear in $\mu$. In order to simplify the notation, we set

$$D_xg|_{x_{mix,N}} \gamma_j + \mu \eta_j, \quad j = 1, \ldots, N,$$

where both $\gamma_j$ and $\eta_j$ are independent of $\mu$. Using this notation, we compute the bifurcation points for the dynamics in Lemma 4.3.

**Lemma 4.3.** The pair of complex conjugate eigenvalues $\lambda_r$, $\lambda_{N-r}$ of the Jacobian $D_xg|_{x_{mix,N}}$, for each $r = 1, \ldots, \left\lfloor \frac{N-1}{2} \right\rfloor$, is purely imaginary if and only if

$$\mu = - \left[ \sum_{j=1}^{N} \gamma_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right] \left[ \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right]^{-1} =: \mu_{0,r}, \quad (4.5)$$

and $\mu_{0,r}$ satisfies the conditions of Lemma 4.2. Further, the bifurcation points $\mu_{0,r}$ are distinct, i.e. $\mu_{0,k} \neq \mu_{0,l}$ when $k \neq l$.

**Proof.** The proof is in Appendix C.2. \qed

From Lemma 4.3, a unique pair of eigenvalues of $D_xg|_{(x_{mix,N},\mu_{0,r})}$ is purely imaginary at each $\mu_{0,r}$; this implies condition (H1). Lemma 4.3 also implies that $\frac{d}{d\mu} \text{Re} (\lambda_r) = \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \neq 0$, which is condition (H2). We can now collect these results and state our main theorem.

**Theorem 4.1.** The equilibrium point $x_{mix,N}$ with payoff matrix $B_{C,N}$ undergoes $\left\lfloor \frac{N-1}{2} \right\rfloor$ Hopf bifurcations, with the $r^{th}$ ($r = 1, \ldots, \left\lfloor \frac{N-1}{2} \right\rfloor$) such bifurcation located at

$$\mu_{0,r} = - \left[ \sum_{j=1}^{N} \gamma_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right] \left[ \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right]^{-1}$$

when $\alpha \neq \beta$ and

$$\mu_{0,r} \neq \frac{\alpha + \beta}{2(1 + \alpha + \beta)} \quad \text{for mutation (Q1), or, } \mu_{0,r} \neq \frac{N-1}{N} \quad \text{for mutation (Q2)}.$$

**Remark 4.1.** Equation (4.5) gives an analytic expression for $\mu_{0,r}$ corresponding to a unique pair of purely imaginary eigenvalues of the Jacobian. However, not all values
of \( \mu_{0,r} \) are feasible. That is, there might be pairs \((\alpha, \beta) \in [0,1) \times [0,1)\) that yield bifurcation points \( \mu_{0,r} \) outside the feasible parameter range \( 0 \leq \mu_{0,r} \leq 1 \) of our model. This is illustrated in §4.3.

### 4.2 Criticality of Hopf Bifurcation

In Theorem 4.1 we proved conditions for the existence of Hopf bifurcations for the replicator-mutator dynamics with payoff \( B_{C,N} \). In this section we study the criticality of the bifurcations (and correspondingly the existence of stable limit cycles for the dynamics) by computing an analytical expression for the first Lyapunov coefficient \( \ell_1(x_{\text{mix},N}, \mu_{0,r}) \) in Lemma 4.4.

**Lemma 4.4.** Let \( A_0 = D_xg|_{(x_{\text{mix},N}, \mu_{0,r})} \). Then \( A_0 \) has a pair of purely imaginary eigenvalues \( \lambda_r(A_0) = i\omega \) and \( \lambda_{N-r}(A_0) = -i\omega \), where \( \omega \in \mathbb{R} \) is calculated from (4.3). Define \( t = r \text{ sign} (\omega) \) and \( \omega_0 = |\omega| \). The first Lyapunov coefficient of the dynamics (3.2) with payoff \( B_{C,N} \) evaluated at the fixed point \( x_{\text{mix},N} \) and bifurcation point \( \mu_{0,r} \) is given by

\[
\ell_1(x_{\text{mix},N}, \mu_{0,r}) = \frac{1}{2\omega_0} \text{Re} \left( T_1 + T_2 \right), \quad \text{where},
\]

\[
T_1 = -2N \left[ 2 + (\alpha + \beta)(\omega_N^+ + \omega_N^-) \right] \quad \text{and}
\]

\[
T_2 = \frac{2\lambda t(Q^T)}{2i\omega_0 - \lambda 2t(A_0)} \left( 1 + \alpha \omega_N^- + \beta \omega_N^+ \right) \left[ 2 + (1 + \omega_N^3) \left( \beta \omega_N^2 + \alpha \omega_N^+ \right) \right].
\]

\( A_0 \) is the Jacobian \( D_xg|_{(x_{\text{mix},N}, \mu_{0,r})} \) with purely imaginary eigenvalue \( \lambda_r(A_0) = i\omega \) calculated from (4.3).

**Proof.** The function \( \lambda_k(M) \) is defined for a general integer \( k \) and square matrix \( M \) in Equation (4.3). We exploit the circulant structure of the dynamics to obtain this analytical result. The details of the calculation are in Appendix C.3.

Lemma 4.4 allows us to study the criticality of the Hopf bifurcations at each of the bifurcation points \( \mu_{0,r} \) as a function of the parameters \( (\alpha, \beta) \in [0,1) \times [0,1) \). In Figure 4.2 we plot regions of positive and negative \( \ell_1 \) as a function of \( \alpha \) and \( \beta \). For each of the subplots in Figure 4.2, black denotes negative \( \ell_1 \) (supercritical Hopf bifurcation, stable limit cycles) and white denotes positive \( \ell_1 \) (subcritical Hopf bifurcation, repelling periodic solutions). Gray denotes the unfeasibility region for \( \mu_{0,r} \) (either \( \mu_{0,r} < 0 \) or \( \mu_{0,r} > 1 \), see Remark 4.1). The red curves correspond to critical points \( \mu_{0,r} \) that do not satisfy the conditions of Lemma 4.2.
Figure 4.2: Criticality of the Hopf bifurcations as a function of parameters $\alpha$ and $\beta$ for $N = 3, 4, 5, 6$ and 8.
Figure 4.2 illustrates the effect of the number of strategies $N$ and payoff parameters $\alpha$ and $\beta$ on the existence and criticality of Hopf bifurcations for the dynamics. Several different cases exist. For example, there are cases corresponding to a supercritical bifurcation throughout $(\alpha, \beta) \in [0, 1] \times [0, 1]$ (as when $N = 3$), and cases for which the bifurcation is subcritical on a subset of the parameter space (as when $N = 4$ and with mutation matrix (Q2)). The regions corresponding to infeasible critical points ($\mu_{0,r}$ outside the range $[0, 1]$) can be connected as when $N = 8$, $r = 3$, or disconnected, as when $N = 6$, $r = 1$ and with mutation matrix (Q1). Some cases are illustrated in §4.3.

4.3 Illustration of Bifurcations

![Bifurcation diagrams](image)

**Figure 4.3:** Effect of parameters $\alpha$ and $\beta$ on bifurcations. Subplots labeled (a)--(e) are bifurcation plots for the dynamics with $N = 3$ strategies, mutation matrix (Q1), $\alpha = 0.1$ and $\beta$ as shown. The top left subplot shows the criticality and existence of the Hopf bifurcations (taken from Figure 4.2: $N = 3$, (Q1)) with parameters corresponding to subplots (a)--(e) marked. Subplot (b) corresponds to the all-to-all payoff matrix; the corresponding bifurcations are discussed in Section 3.4 with bifurcation points given by (3.5).

The existence and criticality of Hopf bifurcations computed in Lemma 4.3 and Theorem 4.1 vary as a function of parameters $\alpha$ and $\beta$ in ways that may not be
immediately obvious. In this section, we explore the parameter dependence of the Hopf bifurcations using a set of selected simulations to help illustrate this variation.

Figure 4.3 shows bifurcation plots for the dynamics with \( N = 3 \) and mutation matrix (Q1). Parameter \( \alpha \) is set to 0.1 and \( \beta \) is varied between 0 and 1. Looking at the corresponding criticality plot in Figure 4.3 (reproduced from Figure 4.2), we expect that the bifurcation is supercritical for all \( \beta \) except at two points labeled (b) and (d). These are precisely the points that violate the conditions of Lemma 4.2 and Theorem 4.1. i.e., at (b), \( \alpha = \beta = 0.1 \) and at (d), \( \mu_{0,1} = \frac{\alpha + \beta}{2(1 + \alpha + \beta)} \) for \( \alpha = 0.1 \) and \( \beta = 0.58 \). As a result, the bifurcation plots show the existence of stable limit cycles for all values of \( \beta \) along the line \( \alpha = 0.1 \), except at the points (b) and (d). In Figure 4.3 stable limit cycles are apparent in Figures 4.3(a), 4.3(c) and 4.3(e), but not in 4.3(b) and 4.3(d). The payoff topology corresponding to the parameters in 4.3(b) is fully symmetric, with a bifurcation plot analogous to Figure 3.5(a).

Figure 4.4 shows the bifurcation plots for the dynamics with \( N = 6 \), \( \alpha = 0.8 \), \( \beta = 0.05 \), and mutation matrices (Q1) and (Q2). The corresponding criticality plots in Figure 4.2 show that the supercritical Hopf bifurcation point \( \mu_{0,1} \) lies outside the feasible range \( \mu \in [0, 1] \) for (Q1) and inside the feasible range for (Q2), for the chosen parameters. This is illustrated in Figure 4.4; the left plot shows a Hopf bifurcation at \( \mu = 1.249 \) while the right plot shows a Hopf bifurcation at \( \mu = 0.363 \). The left plot in Figure 4.4 also illustrates that infeasible supercritical bifurcation points can yield stable limit cycles within the range of feasible \( \mu \).
4.4 One-Parameter Multi-Cycles

In §4.1 and §4.2 we focused on a particular two-parameter circulant payoff structure given by (4.1) and illustrated in Figure 4.1. In this section we leverage the results from the previous sections to study the dynamics corresponding to a class of circulant payoff structures with each node having a single outgoing edge. For simplicity of presentation, we consider only mutation matrix (Q1) in this section. We show that for a particular set of topologies in this class, the dynamics exhibit multiple simultaneous Hopf bifurcations about distinct fixed points. The analysis in this section points to the fact that the dynamics with payoff graphs having multiple embedded cycles can have multiple distinct stable limit cycle attractors; we explore these multi-cycle dynamics more generally in §4.5.

Consider the dynamics (3.2) where the payoff matrix $B$ is given by

$$B := B_{N,k} = \text{Circulant} (1, a_1, \cdots, a_{N-1})$$

with $a_k = \alpha$ and $a_s = 0$ for $s \neq k$. (4.6)

Let $\gcd(a, b)$ denote the greatest common divisor of $a$ and $b$. Two graphs with payoff

<table>
<thead>
<tr>
<th>$N$</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 5$</td>
<td>$d = 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$k = 1, 2, 3, 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 6$</td>
<td></td>
<td>$d = 2$; $k = 2, 4$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$k = 1, 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 15$</td>
<td></td>
<td></td>
<td>$d = 5$; $k = 5, 10$</td>
</tr>
<tr>
<td></td>
<td>$k = 1, 2, 4, 7, 8, 11, 13, 14$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.5: Graph topologies corresponding to circulant payoff matrix $B_{N,k}$ from (4.6) for $N = 5, 6, 15$. Three cases are shown, Case 1 corresponds to simple cycles, Case 2 to multiple cycles, and Case 3 to connected pairs of vertices (only exists for $N$ even). Note that multiple values of $k$ can yield the same graph topology modulo a vertex relabeling; non-isomorphic topologies have distinct $d$. 49
matrices $B_{N,k_1}$ and $B_{N,k_2}$ are isomorphic if and only if \( \gcd(N, k_1) = \gcd(N, k_2) \). Hence, among the payoff matrices $B_{N,k}$, the set of matrices $B_{N,d}$ where $d$ belongs to the set of proper divisors of $N$, corresponds to a set of non-isomorphic graph topologies. We split the set of graph topologies with payoff $B_{N,d}$ ($d$ a proper divisor of $N$) into three distinct cases as described below:

1. $d = 1$, the graph is a directed cycle containing all vertices
2. $1 < d < N/2$, the graph consists of $d$ disjoint cycles, each of length $N/d$
3. $d = N/2$, the graph consists of $N/2$ disjoint pairs of connected vertices. This case exists only for $N$ even.

Figure 4.5 illustrates the three cases of graph topologies for $N = 5$, 6, and 15.

In addition to $x_{\text{mix},N}$, the dynamics with payoff matrix $B_{N,d}$ and mutation matrix (Q1) have $d$ equilibria denoted $x_{j,d,N}$ and given by

$$
x_{j,d,N} = \left[ \begin{array}{cccc}
0^T_{j-1} & d & 0^T_{d-j} & \cdots & 0^T_{j-1} & d & 0^T_{d-j}
\end{array} \right]^T \in \mathbb{R}^N, \ j = 1, \cdots, d.
$$

(4.7)

In Case 1, $d = 1$, and correspondingly $j = 1$, and $x_{1,1,N} = x_{\text{mix},N}$. For a given $N$ and $d \neq 1$, the $d$ equilibria $x_{j,d,N}$ are cyclically and symmetrically spaced around $x_{\text{mix},N}$. Case 1 is studied in detail in §4.1 and obtained by setting $\beta = 0$ (a simple one-parameter cycle). For the topology with pairs of connected nodes in Case 3, the Jacobian of (3.2) evaluated at the equilibrium $x_{\text{mix},N}$, or also at any of the equilibria $x_{j,N/2,N}$, is real and symmetric and therefore has only real eigenvalues. Thus the system cannot have Hopf bifurcations for these equilibria in this case. We henceforth focus on Case 2 and study the dynamics with payoff topologies comprising multiple cycles.

**4.4.1 Case 2 Analysis**

We begin the analysis of the dynamics with multi-cycle graph topologies by first looking at the case $N = 6$, $d = 2$ (payoff $B_{6,2}$), before generalizing to higher dimensions. The two disjoint cycles in the graph corresponding to $B_{6,2}$ suggest that the behavior of the system might be similar to that observed for the $N = 3$ cycles in Chapter 3. Indeed, simulations of the dynamics shown in Figure 4.6 suggest the existence of two stable limit cycle attractors, each dominated exclusively by three strategies, corresponding to the connected nodes of the graph. Further, simulations of the phase
(a) Trajectories of the dynamics (3.2) for $N = 6$, $d = 2$, and $B = B_{6,2} = \text{Circulant } (1,0,\alpha,0,0,0)$, and for two different random initial conditions. Red corresponds to components $x_1, x_3, x_5$ while blue corresponds to components $x_2, x_4, x_6$.

(b) Phase portrait for dynamics with payoff $B_{6,2}$ and 50 different initial conditions showing two stable limit cycle attractors.

Figure 4.6: Simulation of the dynamics (3.2) for $N = 6$, payoff $B_{6,2}$ and $\mu = 0.25$. Panel (a) shows two typical trajectories for the system while panel (b) illustrates the limit cycle attractors in a decoupled phase space. The red trajectories correspond to the components $x_1, x_3$ and $x_5$, while the blue trajectories correspond to $x_2, x_4$ and $x_6$.

space for 50 different randomly selected initial conditions, as in Figure 4.6(b), indicate that the two limit cycles are the only stable attractors for the dynamics for an appropriate range of bifurcation parameter $\mu$.

The linearization of the system at equilibrium $x_{\text{mix,6}}$ violates condition (H1) of Theorem 2.2 (i.e., complex eigenvalues of the Jacobian have algebraic multiplicity greater than one). However the dynamics with payoff $B_{6,2}$ have two other equilibria
The simulations in Figure 4.6 suggest that the dynamics undergo Hopf bifurcations at each of these equilibria. In Corollary 4.1, which follows from Corollary 3.1, we prove that this is indeed the case by showing that \( \mathbf{x}_{1,2,6} \) and \( \mathbf{x}_{2,2,6} \) undergo two simultaneous Hopf bifurcations at the critical point \( \mu = \frac{2 - \alpha}{6} \).

**Corollary 4.1.** The system (3.2) with payoff matrix \( B_{6,2} \) and mutation matrix (Q1) has equilibria \( \mathbf{x}_{1,2,6} \) and \( \mathbf{x}_{2,2,6} \) that undergo supercritical Hopf bifurcations at the critical point \( \mu = \frac{2 - \alpha}{6} \) with \( \alpha \neq \sqrt{3} - 1 \).

**Proof.** Here we analyze the equilibrium \( \mathbf{x}_{1,2,6} \). The analysis for \( \mathbf{x}_{2,2,6} \) is similar. The Jacobian \( D_{x}g|_{\mathbf{x}_{1,2,6}} \) is given by

\[
D_{x}g|_{\mathbf{x}_{1,2,6}} = \begin{bmatrix}
\frac{1 - 2\alpha - 6\mu}{9} & 0 & -\frac{2 + \alpha - 3\alpha}{9} & 0 & -\frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & 0 \\
0 & -\frac{\alpha - 1}{3} & 0 & 0 & 0 & 0 \\
\frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & 0 & \frac{1 - 2\alpha - 6\mu}{9} & 0 & -\frac{2 + \alpha - 3\alpha}{9} & 0 \\
0 & 0 & 0 & -\frac{\alpha - 1}{3} & 0 & 0 \\
-\frac{2 + \alpha - 3\alpha}{9} & 0 & \frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & 0 & \frac{1 - 2\alpha - 6\mu}{9} & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{\alpha - 1}{3}
\end{bmatrix}.
\]

Permuting rows and columns (i.e. reindexing the nodes), this matrix can be rewritten as the block matrix \( M_{6,2} \) given by

\[
M_{6,2} = \begin{bmatrix}
\frac{1 - 2\alpha - 6\mu}{9} & -\frac{2 + \alpha - 3\alpha}{9} & \frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & 0_{3 \times 3} \\
\frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & \frac{1 - 2\alpha - 6\mu}{9} & -\frac{2 + \alpha - 3\alpha}{9} & 0_{3 \times 3} \\
-\frac{2 + \alpha - 3\alpha}{9} & \frac{3\alpha + 6\mu - 2 - 2\alpha}{9} & \frac{1 - 2\alpha - 6\mu}{9} & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} & -\frac{1 + \alpha}{3} I_{3 \times 3}
\end{bmatrix}, \quad (4.8)
\]

which has the same eigenvalues as \( D_{x}g|_{\mathbf{x}_{1,2,6}} \). The upper diagonal block of \( M_{6,2} \) is the same as the Jacobian of the system (3.2) for \( N = 3 \), payoff \( B_{C,3} \) with \( \beta = 0 \), mutation (Q1) and evaluated at equilibrium \( \begin{bmatrix} 1/3 & 1/3 & 1/3 \end{bmatrix}^{T} \). The lower diagonal block is a Hurwitz matrix. Also the two blocks are decoupled, hence the eigenvalues of \( M_{6,2} \) are given by the union of the sets of eigenvalues of each block. A pair of the
eigenvalues crosses the imaginary axis resulting in a Hopf bifurcation for precisely
the conditions given in Corollary 3.1 with $\beta = 0$ and mutation matrix $(Q1)$ (i.e., a
critical point $\mu = \frac{2-\alpha}{6}$ and complex eigenvalue condition $\alpha \neq \sqrt{3} - 1$). In Appendix
C.4, we leverage the reindexing and decoupling (as in $M_{6,2}$) to compute the first
Lyapunov coefficient for the dynamics and show that the Hopf bifurcations in this
case are supercritical.

Following the intuition developed from the analysis of the two-cycle dynamics for
$N = 6$ above, and the illustrations in Figure 4.6, we now extend the analysis to
general $N$. Just as in the $N = 6$ case, a decoupling in the Jacobian allows us to
prove the existence of multiple Hopf bifurcations about the $d$ fixed points $x_{j,d,N}$.
The $(m,n)$ entry for the Jacobian of the system (3.2) with payoff $B_{N,d}$ and mutation
matrix $(Q1)$ is given by

$$
[D_x g]_{mn} = (2x_n + \alpha x_{n+d}) q_{nm} + \alpha x_{n-d} q_{n-d,m} - x_m \left[2x_n + \alpha (x_{n-d} + x_{n+d})\right] - \left(\sum_{k=1}^{N} x_k^2 + \alpha \sum_{k=1}^{N} x_k x_{k+d}\right) \delta_{mn}.
$$

Evaluating the Jacobian from (4.9) at the equilibrium $x_{j,d,N}$, and rearranging its
rows and columns analogous to (4.8), we obtain the matrix

$$
M_{N,d} = \begin{bmatrix}
A_{N_1 \times N_1} & 0_{N_2 \times N_1} \\
0_{N_1 \times N_2} & -\frac{1+\alpha}{N_1^2} I_{N_2 \times N_2}
\end{bmatrix},
$$

where $N_1 = \frac{N}{d}$, $N_2 = N - N_1$, and $A$ is the Jacobian of the system (3.2) with payoff $B_{N_1,1}$ (simple cycle), mutation
$(Q1)$ and evaluated at equilibrium $x_{1,1,N_1} = \frac{1}{N_1} 1_{N_1} = x_{mix,N_1}$.

$M_{N,d}$ has a block diagonal structure with $N - N_1$ eigenvalues equal to $-\frac{1+\alpha}{N_1^2}$. Its
remaining $N_1$ eigenvalues are given by the eigenvalues of the circulant matrix $A$.
The Jacobian (4.9) evaluated at each of the $d$ equilibria $x_{j,d,N}$ is similar to $M_{N,d}$, hence
making the Hopf bifurcation analysis of all of these equilibria equivalent. The matrix
$A$ is precisely the Jacobian studied in §4.1 for the case $N = N_1$ and $\beta = 0$; hence
the existence of Hopf bifurcations follows from Theorem 4.1. The criticality of each
of these $d$ simultaneous Hopf bifurcations of equilibria $x_{j,d,N}$ is analogous to the
criticality calculations in §4.2 and is computed in Appendix C.4. Corollary 4.2 below
summarizes the bifurcation result described above and is the multi-cycle extension to
Theorem 4.1. To simplify notation, analogous to (4.4) we set $[A]_{1n} = \gamma_n + \mu \eta_n$. 53
**Corollary 4.2.** The system (3.2) with payoff matrix $B_{N,d}$ (with $N \geq 6$, $d = 1, \cdots, N/2$, $d$ a proper divisor of $N$) and mutation matrix (Q1) has $d$ equilibria $x_{j,d,N}$ ($j = 1, \cdots, d$) that concurrently undergo $\left[\frac{N-d}{2d}\right]$ Hopf bifurcations, with the $r^{th}$ of such bifurcations located at

$$\mu_{0,r} = -\left[\sum_{n=1}^{N/d} \gamma_n \cos \left(\frac{2\pi}{N}(n-1)r d\right)\right]^{-1} \left[\sum_{n=1}^{N/d} \eta_n \cos \left(\frac{2\pi}{N}(n-1)r d\right)\right]$$

for $r = 1, \cdots, \left[\frac{N-d}{2d}\right]$, if $\alpha > 0$ and $\mu_{0,r} \neq \frac{\alpha}{2(1+\alpha)}$.

In this section we have shown the coexistence of multiple stable limit cycles for the dynamics, when the underlying circulant payoff graph topologies have multiple distinct cycles. In the following section we investigate the connections between cycles in the payoff graph topology and limit cycles in the dynamics for more general payoff structures.

### 4.5 Extensions and Generalizations

Studying the fully general model (3.2), even with $N = 3$ strategies, is highly complex. This complexity motivated our restriction to circulant payoff matrices of the form $B_{C,N}$ (4.1) and $B_{N,d}$ (4.6) for the analysis in §4.1 and §4.4. These results might lead one to conclude that the circulant structure of payoff matrix $B$ is a necessary condition for Hopf bifurcations of the dynamics. In this section we illustrate that this is not the case. We show examples of limit cycles for selected noncirculant payoff matrices, first for $N = 3$ strategies, and then for $N \geq 4$. The simulations in this section illustrate a tight connection between the topology of the payoff graphs and the existence of stable limit cycles for the dynamics. In particular, embedded cycles in the payoff graph appear to be necessary for (and often lead to) the existence of limit cycles, and amplitude and frequency of limit cycles appear to be related to symmetries in the graph.

Consider $3 \times 3$ payoff matrices $B$ satisfying (3.1) and Condition 3.1 that have directed links of two kinds: strong links with weights $b$ and weak links with weights $eb$ where $b \in (0, 1)$ and $0 < c \ll 1$. There are 73 corresponding non-isomorphic graph topologies in the set [97]. Figure 4.7 shows stable limit cycles for four topologies in this set corresponding to noncirculant payoff matrices. Each of these topologies has an embedded directed cycle.
Figure 4.7: Limit cycles for noncirculant payoff matrices $B$, $N = 3$, and mutation matrix (Q1). The solid arrows in the graphs are strong links with weight $b$ and the dashed arrows are weak links with weight $eb$. Parameters for all plots are $b = 0.2$ and $e = 0.1$.

We next look at selected noncirculant payoff topologies with $N \geq 4$ nodes in Figure 4.8. The bifurcation plots (middle panel in Figure 4.8) are obtained by simulating the dynamics for a range of different values of mutation parameter $\mu$ and random initial conditions. Stable equilibria are marked blue and limit cycles are marked magenta. Also shown in the right panel of the figure are limit cycle trajectories of the dynamics for specific chosen values of $\mu$ in the magenta range. The colors of the nodes in the topologies (left panel) match the colors of the corresponding trajectories.

Several interesting features can be observed in the plots in Figure 4.8. In topology (a), the connection between the amplitude of oscillation of a given strategy in the trajectory plot and the location of the corresponding node on the graph is apparent. In particular, the cyan node, which is part of two directed cycles, has a significantly higher oscillation amplitude than the green node, which is part of only one directed cycle. The symmetry of topology (b) about the red node leads to the existence of two stable limit cycle attractors, much like the illustrations in §4.4. On the other hand, topology (c) has two embedded cycles but only one limit cycle attractor for both (Q1) and (Q2) mutation matrices.

In Figure 4.9, we go a little further and consider random payoff graph topologies having strong links with weight $b$ and weak links with weight $eb$, much like in Figure 4.7. We simulate the dynamics for a set of different random graphs and a range of
Figure 4.8: Limit cycles for the dynamics (3.2) with noncircular payoff graph topology. The left panel shows the payoff graph; all edges have equal weight $b = 0.7$. The center panel shows the bifurcation plot for each topology and mutation matrix ($Q1$) or ($Q2$) as indicated. The bifurcation plot is obtained by simulating the dynamics for 120 values of the mutation parameter $\mu$ in the range shown on the x-axis of each plot. For each $\mu$, the dynamics are simulated for 12 randomly chosen initial conditions and the limiting set (stable equilibria or limit cycles) is obtained. Stable equilibria are plotted in blue and limit cycles are plotted in magenta. The right panel shows trajectory plots of the dynamics for a value of $\mu$ chosen in the magenta (limit cycle) range of the bifurcation plot ($\mu = 0.2$ in (a), (b) and (c) ($Q2$); $\mu = 0.4$ in (c) ($Q1$)). The colors of each trajectory match the colors of the nodes on the corresponding payoff graph. For topology (b), the two trajectory plots correspond to different initial conditions.
values for the mutation parameter \( \mu \), and focus specifically on graphs and parameters that induce a limit cycle oscillation for the dynamics. We show three such examples in Figure 4.9. For each set of simulated limit cycle trajectories, the dominant components are obtained; dominant components are defined as those having a relatively high oscillation amplitude, or correspondingly a trajectory with standard deviation above a set threshold. The main observation we make here is that the existence of limit cycles for the dynamics is tied to the existence of a directed cycle between nodes of the payoff graph. In all our simulations of random graphs, for both mutation matrices \( (Q1) \) and \( (Q2) \), we consistently find that the dominant components of stable limit cycles correspond to the existence of at least one directed cycle between the
corresponding nodes of the payoff graph, as illustrated in the right panel of Figure 4.9.

The purpose of the simulations in this section is to illustrate that one can break symmetry in the payoff graph significantly (as compared to the modest symmetry breaking that yields the circulant structures analyzed in this chapter) and still obtain stable limit cycles for the dynamics, even in the case of random graph topologies, as long as the topologies have at least one embedded cycle. In addition to limit cycles, the dynamics can also have chaotic attractors as found in [74, 76]. We have not seen chaotic attractors for the payoff topologies and mutation matrices (Q1) and (Q2) studied in this chapter; we conjecture that alternative mutation models such as the one used in [76] will exhibit chaotic dynamics.

4.6 Final Remarks

Much of the existing analysis of the replicator-mutator dynamics has been focused on stable equilibria. The analysis in the literature has also primarily considered payoff and mutation matrices that are symmetric, which correspond to undirected payoff graph topologies. Recent work [60] on a graph theoretic model of language dynamics has shown that the graph connectivity plays a critical role in determining the location of bifurcation points in the dynamics, but the restriction to undirected graphs confines the range of limiting behavior to stable equilibria. In [76], it is shown that considering asymmetric payoff and mutation matrices (corresponding to directed graphs) can yield limit cycle behavior and even chaos for replicator-mutator dynamics.

Here we have proved conditions guaranteeing stable limit cycles in the replicator-mutator dynamics. These arise as a consequence of Hopf bifurcations for $N \geq 3$ strategies and for circulant payoff matrices. From a graph perspective, we showed how breaking symmetry by considering directed graphs allows for oscillatory limiting behavior. We emphasize that the limit cycles are not restricted to circulant payoffs, but can exist for noncirculant payoffs as shown in §4.5. The simulations in §4.5 illustrate the connection between embedded directed cycles in the payoff graph and the existence of stable limit cycles for the dynamics. A Hopf bifurcation analysis of these more general cases is an intended future direction. We will also explore the effects of the structure of the mutation matrix, beyond (Q1) and (Q2) considered here, as a step towards understanding the transition to chaos illustrated in [76]. Further directions of future research, including applications to the design of decision-making protocols in multi-agent robotic systems, are discussed in Chapter 8.
Chapter 5

Evolutionary Dynamics of Collective Migration

Collective migration is a ubiquitous natural phenomenon common in a number of species including birds, fish, invertebrates and mammals [119, 42, 22, 6]. The migratory process is often an adaptive response to conditions such as competition for resources in a dynamic environment, seasonal variability, and selection of new habitats for breeding, for example [132, 119]. Animals perform such migratory tasks by leveraging a variety of environmental cues such as nutrient and thermal gradients, magnetic fields, odor cues, or visual markers [132, 30, 140, 133]. Measuring these stochastic environmental signals is complicated and requires the investment of time and energy, as well as the development of necessary physiological and sensory machinery such as vision in insects and vertebrates [42] and chemical signaling in bacteria [136]. Along with environmental cues, animals migrating collectively also have the ability to leverage social information from neighbors in the group [15]. One way of doing so is by imitating invested neighbors (via consensus processes such as attraction and alignment of heading) and thereby effectively achieving good migratory performance, without paying the measurement and processing cost. The interplay between costly information acquisition from the environment and relatively less expensive social information from the group raises two pertinent questions regarding leadership and social interactions in migratory populations.

The first question relates to the migratory performance of large groups in the presence of a limited number of leaders, i.e., can a subset of informed leaders effectively lead a large group? The authors in [14] address this question using individual-based simulations (involving attraction, repulsion and alignment between individuals) and demonstrate that in a group of socially interacting individuals, a small fraction of
informed leaders can effectively determine the direction of travel of a large group of uninformed followers. Further, they show that for a fixed fraction of leaders, the accuracy of group direction improves with increasing group size.

The second question relates to the evolution of leadership in collective migration, i.e., under what conditions is the coexistence of invested leaders and social followers stable in an evolutionarily sense? This question is especially pertinent when the cost of investing in signal acquisition is sufficiently high; followers can leverage the investments made by leaders via social interactions, without paying the investment costs. In a recent paper [33] (also see related commentary [120]), the authors address this question using an individual-based model (similar to [14]) and evolutionary simulations, and show that under certain conditions, the specialization of groups into coexisting leaders and followers (also known as branching or speciation) is a stable evolutionary outcome.

Individual-based bio-inspired models such as those used in [14, 33] provide important insights about the relevant biological processes being modeled, but are challenging to analyze. In particular, it can be difficult to ascertain what aspects of the low-level interactions (social network topology, cost functions, movement dynamics, etc.) are most critical to the observed high-level behavior of interest (evolution of leadership for example). This analysis can be done more effectively by constructing appropriate simpler (lower-dimensional) models that capture the relevant high-level behavior, while also being tractable for analysis. In [132], the authors construct one such lower-dimensional mean-field approximation to the evolutionary model studied in [33], and using tools from evolutionary adaptive dynamics [25, 26] prove conditions for the branching of a migrating population into leader and follower groups.

While simpler models have the advantage of analytical tractability, this comes at the cost of abstracting some potentially important features of the corresponding detailed model. In the case of the migration model in [132], the mean-field approach effectively prescribes an all-to-all social interaction topology between the individuals in order to reduce dimensionality; this ignores the potentially important role of limited social interactions. Indeed, it has been shown [98, 151, 3, 10] that network topology plays a critical role in determining outcomes in biological as well as robotic collectives.

In this chapter, we design a model to study the evolution of collective migration that is explicitly dependent on the social interaction graph topology. We present a comprehensive analysis of the all-to-all limit of the model, recovering the speciation results of the mean-field analysis in [132], and demonstrating the hysteretic effect associated with recovering lost migration ability described in [33, 34]. We then go
on to study the effect of topology on the evolutionary model, and show a minimum social connectivity threshold necessary for the evolution of leadership in migration.

Our evolutionary model has two timescales. The fast timescale corresponds to the stochastic migration dynamics and individual fitness computations as a consequence of migratory performance. The slow timescale corresponds to the evolutionary dynamics of the population and changes in population strategy distribution as a consequence of replication and mutation. A key advantage of our model is that it allows for analytically computing fitness on the fast timescale by solving a set of coupled linear equations. For the detailed model in [33], the fitness computation requires extensive Monte-Carlo simulations using agent-based models. On the other hand, the detailed model has the advantage of incorporating a time-varying social interconnection topology between individuals, which eventually results in fission-fusion spatial dynamics (where groups constantly merge and split) described in [33]; the model studied in this chapter assumes a time-invariant social interaction graph for fitness computation. In ongoing work on generalizing the model presented here to time-varying graphs, we intend to investigate the observed fission-fusion result of the detailed model.

There is significant recent interest in understanding the mechanisms of interaction, signal processing and information transfer in evolved natural collectives in order to design better algorithms for collective motion and decision-making in robotic groups [128, 98, 66, 142]. Robotic collectives often have resource constraints (analogous to the measurement and processing cost for migration tracking), operate in dynamic and stochastic environments, and interact with neighbors on some networked graph topology. In Section 5.4, we consider the migration model from this multi-agent robotic perspective and study a simple model of adaptive dynamic nodes on a network. We illustrate the critical role that the structure of the interaction graph plays in determining the location of leaders (highly invested nodes) in the adaptive network and in bifurcations in the nodal dynamics as a function of increasing cost.

The outline of this chapter is as follows. In Section 5.1 we present our graph-dependent evolutionary migration model and study its all-to-all limit in Section 5.2. We study evolutionary dynamics with limited interconnection in Section 5.3 and focus on adaptive dynamic nodes in small networks in Section 5.4.

### 5.1 Model Description

Our model is derived from the mean-field migration model in [132] with two key modifications; we explicitly account for a limited social interaction graph topology
in the dynamics and we introduce a slightly modified social noise model to allow for analytical fitness computations as a function of graph topology and individual investments, as described below.

Consider a set of $N$ agents indexed by $i \in \{1, \cdots, N\}$ that each intend to control their direction of migration represented by a stochastic scalar variable $x_i \in \mathbb{R}$, thereby tracking some desired ‘true’ direction $\mu \in \mathbb{R}$ with high fidelity. Accurate tracking of the desired direction $\mu$ over time may correspond to benefits such as improvement in environmental conditions for foraging, predator evasion, early access to breeding grounds, etc. Following [132], the stochastic dynamics of each agent are given by

$$dx_i = k_i dx_{Di} + (1 - k_i) dx_{Si},$$

where $dx_{Di}$ and $dx_{Si}$ are the driven tracking and social consensus stochastic processes respectively. $k_i \in [0, 1]$ is an adaptive parameter that tunes the level of investment made by agent $i$ in the driven and social processes. $k_i = 1$, for example, corresponds to an individual $i$ fully invested in the tracking process and ignoring social information from neighbors, while $k_i = 0$ corresponds to the individual exclusively leveraging social information without tracking the environmental signal. The $k_i$’s are the adaptive evolutionary parameters in the simulations and analysis in the sections to follow.

The driven process $dx_{Di}$ is modeled as an Ornstein-Uhlenbeck stochastic process [137, 24] of the form

$$dx_{Di} = -k_{Di}(x_i - \mu)dt + \sigma_D dW_{Di}. $$

Here, the parameter $k_{Di} \geq 0$ corresponds to the gain associated with tracking, $\sigma_D^2 > 0$ is the noise intensity associated with measuring the environmental signal $\mu$, and $dW_{Di}$ represents the standard Wiener increment. For $k_{Di} > 0$, the process (5.2) has a steady-state mean and variance given by

$$E[x_i] = \mu, \quad E[(x_i - \mu)^2] = \frac{\sigma_D^2}{2k_{Di}}. $$

Higher values of tracking gain $k_{Di}$ result in lower steady-state variance in migration direction $x_i$, which corresponds to improved tracking. Figure 5.1 shows the spatial dynamics of migrating agents with driven process (5.2) and varying levels of investment $k_{Di}$, illustrating the effect of increasing investment on improved tracking performance.

We use basic tools from graph theory [111, 91, 47] (see also §2.3) to model the social consensus process. Individuals are modeled as nodes on a directed social inter-
Figure 5.1: Migratory performance as a function of investment $k_D$. Agents are modeled as steered particles with constant speed, headings $x_i$ given by (5.2), and starting at the origin with random orientations. Each plot shows 500 trajectories with agents each having the same value of investment $k_{Di} = k_D$ as indicated and noise parameter $\sigma_D = 1$. The blue arrow shows the desired direction of migration $\mu$. Increasing investment $k_D$ results in improved tracking performance as agent trajectories track the blue arrow $\mu$ more effectively.

connection graph with adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{N \times N}$. A directed edge in the graph from individual $i$ to individual $j$ is read as ‘$i$ can sense $j$’. Let $\mathcal{N}_i$ denote the set of neighbors of individual $i$ (i.e., the set of agents that individual $i$ can sense), and $\|\mathcal{N}_i\|$ denote the cardinality of this set (number of neighbors). For the social model in this work, we assume that agents weight their neighbors equally by distributing a total weight normalized to 1. This corresponds to the adjacency matrix

$$a_{ij} = \begin{cases} 0 & \text{if } i = j \\ \|\mathcal{N}_i\|^+ & \text{if } i \neq j, \end{cases}$$

where $\|\mathcal{N}_i\|^+$ is the pseudoinverse of $\|\mathcal{N}_i\|$ ($\|\mathcal{N}_i\|^+ = 0$ when $\|\mathcal{N}_i\| = 0$, $\|\mathcal{N}_i\|^+ = 1/\|\mathcal{N}_i\|$ otherwise). The Laplacian matrix of the graph corresponding to the adjacency matrix $A$ is given by $L = \text{diag}(\mathbf{1}A) - A$, where $\mathbf{1}$ is a vector of ones of appropriate dimension. In subsequent sections we use the terms individual or node/agent, and population or network, interchangeably.

The social consensus process $dx_{Si}$ is dependent on the social interaction graph Laplacian $L$, the gain associated with the social process $k_{Si} \geq 0$, and the noise associated with measuring the social signal $\sigma_{Si} > 0$ as follows:

$$dx_{Si} = -k_{Si}L_ixdt + \sigma_{Si}dW_{Si}. \quad (5.5)$$
In the social process (5.5), \(dW_{Si}\) is the standard Wiener increment, and \(L_i\) denotes the \(i^{th}\) row of the Laplacian matrix \(L\). Let \(x\) be the vector of individual directions \(x_i\). Then \(L_i x = \|N_i\|^{+} \sum_{j \in N_i} (x_i - x_j)\).

Following the setup in [132], we make a simplification to reduce the parameter space to one dimension by assuming that the gains are proportional to the relative investments in each process, i.e., \(k_{Di} = k_i\) and \(k_{Si} = 1 - k_i\). Substituting this simplification in (5.2), (5.5) and (5.1) we have

\[
\begin{align*}
dx_i &= k_i dx_{Di} + (1 - k_i) dx_{Si} \\
&= -k_i^2(x_i - \mu) dt - (1 - k_i)^2 L_i x dt + \sqrt{k_i^2 \sigma_D^2 + (1 - k_i)^2 \sigma_{Si}^2} \, dW_i. \\
\end{align*}
\]

In order to simplify the notation we make a coordinate transformation and define the normalized direction \(\tilde{x}_i\) as

\[
\tilde{x}_i = \frac{x_i - \mu}{\sigma_D}, \quad \text{and correspondingly} \quad \tilde{x} = \frac{x - \mu 1}{\sigma_D}.
\]

Substituting the transformation (5.7) in (5.6) and observing that \(L_i 1 = 0\) we have the normalized dynamics

\[
\begin{align*}
d\tilde{x}_i &= -k_i^2 \tilde{x}_i dt - (1 - k_i)^2 L_i \tilde{x} dt + \sqrt{k_i^2 \sigma_D^2 + (1 - k_i)^2 \sigma_{Si}^2} \, dW_i. \\
\end{align*}
\]

The social noise term \(\sigma_{Si}\) reflects the difficulty that agents have in extracting social information gained from interactions with neighbors. In [132], it is assumed that this difficulty (magnitude of \(\sigma_{Si}\)) decreases as the ordering or coherence of the population increases. Here we take a slightly different local (and graph dependent) approach and relate the social noise term for an individual agent to the average investment of the neighbors of that agent (i.e. average magnitude of parameter \(k_{j}, j \in N_i\)). Specifically, agents that interact socially with neighbors having a high level of investment, have a correspondingly lower social noise term, and are hence better able to extract social information from their neighbors. The specific relationship can take many forms, but for simplicity we use a linear relationship between the ratio \(\frac{\sigma_{Si}^2}{\sigma_D^2}\) and the average neighborhood investment,

\[
\frac{\sigma_{Si}^2}{\sigma_D^2} = \beta^2 (1 - k_{nbhd,i}),
\]

where \(k_{nbhd,i}\) is the average value of the investment made by the neighbors of agent \(i\) and \(\beta^2\) is a social noise scaling parameter. In vector form, \(k_{nbhd} = Ak\).
The stochastic system (5.8) can be written compactly in matrix form as

\[ d\tilde{x} = -(K_1 + K_2 L)\tilde{x} \, dt + S dW, \]  

(5.10)

where the diagonal matrices \( K_1, K_2 \) and \( S \) are given by \( K_1 = \text{diag}(k^2) \), \( K_2 = \text{diag} \left( (1 - k^2)^2 \right) \) and \( S = \text{diag} \left( \sqrt{k^2 + \beta^2(1 - k^2)}(1 - k_{\text{nbhd},i}) \right) \).

As discussed in [33, 132], the long-term migratory performance of an individual with dynamics (5.8) can be computed by projecting the steady-state distribution of directions \( x_i \) in the desired direction of migration \( \mu \). This quantity is given by \( \exp \left( \frac{-\sigma_{ss,i}^2}{2} \right) \), where \( \sigma_{ss,i}^2 \) is the steady-state variance of \( x_i \), and corresponds to the expected migration speed of an individual \( i \) in the desired direction \( \mu \). The fitness or utility of an agent as a function of the steady state migratory performance and the level of investment \( k_i \) is defined in [33, 132] as

\[ F_i = \exp \left( \frac{-\sigma_{ss,i}^2}{2} \right) \exp \left( -ck_i^2 \right), \]  

(5.11)

where the second term of the fitness function models the cost associated with investment in tracking with a scaling cost parameter \( c > 0 \). The choice of cost function (5.11) is not unique; the multiplicative exponential form is chosen for analytical tractability. Simulations in [132, 33] show that reasonable variations of fitness function yield qualitatively comparable results. The saturating form of the performance function \( \exp \left( \frac{-\sigma_{ss,i}^2}{2} \right) \) as a function of investment can be interpreted as modeling the diminishing returns of increasing investment. Further, the quadratic form of the cost \( ck_i^2 \) implies that higher investments in the driven process are increasingly costly. In the absence of any social interactions, the optimal strategy for solitary migrating individuals can be found by maximizing (5.11) with respect to \( k_{Di} \) resulting in

\[ k_{D,\text{opt}} = \sqrt\frac{\sigma_D^2}{8c}. \]  

(5.12)

While disconnected individuals adopt the optimal strategy from (5.12), the presence of social interactions between individuals dramatically alters this picture; along with having the ability to invest in measuring the environmental signal, migrating individuals can leverage relatively less expensive social information available from neighbors by effectively imitating or flocking with their neighbors. We explore this dynamic in the sections to follow.
5.2 Evolutionary Dynamics in the All-to-all Limit

As a first step in analyzing the social migration model (5.10), we consider the limit of all-to-all interconnection \((a_{ij} = \frac{1}{N-1} \text{ for all } i \neq j \text{ in (5.4)})\) in a large population (labeled the resident population with subscript \(R\)), with all individuals having a common level of investment \(k_R > 0\). This limit corresponds to the mean-field dynamics analyzed in [132]. By the law of large numbers, the average direction of population migration in the limit of large \(N\) is the same as the desired migration direction \(\mu\) after the decay of transients (i.e., in steady-state, \(\lim_{N \to \infty} L\mathbf{x} = \mathbf{x} - \mu \mathbf{1}\)). Substituting \(L\bar{x} = \bar{x}\) in (5.10), the dynamics of an individual in the population are given by

\[
d\bar{x}_R = \left[\frac{k_R^2}{2} + \beta^2(1-k_R)^3\right] \bar{x}_R \, dt + \sqrt{\frac{k_R^2}{2} + \beta^2(1-k_R)^3} \, dW.
\]

(5.13)

The corresponding steady-state variance of an individual’s direction is given by

\[
\sigma_{ss,R}^2 = k_R^2 + \beta^2(1-k_R)^3 \left[\frac{1}{k_R^2 + (1-k_R)^2}\right].
\]

(5.14)

with steady-state migration speed (performance) given by \(\exp(-\sigma_{ss,R}^2/2)\). In Figure 5.2 we plot this steady-state migration speed as a function of investment \(k_R\) for varying social noise term \(\beta\). As defined in Equation (5.9), the parameter \(\beta\) reflects

![Figure 5.2: Steady-state migration speed as a function of resident population investment parameter \(k_R\) and noise parameter \(\beta\) for a large population with all-to-all interconnection and common investment \(k_R\).](image-url)
the strength of the noise from social interactions relative to the noise associated with
the tracking process. In Figure 5.2 we see that the migration performance saturates
at high levels of investment $k_R$, and remains low over greater $k_R$ ranges, for large $\beta$.
We use $\beta > 2$ in this work to model noisier social interactions relative to tracking
(consistent with [132]); this provides an incentive for individuals to invest in the
tracking process.

Now consider the evolution of strategies for such an all-to-all connected popu-
lation. A key part of any evolutionary algorithm is the computation of fitness of
individuals in the population as a function of strategy distribution, model param-
eters, environmental conditions, and other such features. In certain cases (such as the
all-to-all limit here), fitness can be analytically computed, which allows for an explicit
calculation of the outcomes of the evolutionary process using tools from adaptive dy-
namics [25, 26, 18]. Adaptive dynamics are well-suited for studying the evolution of
a continuous one-dimensional trait in a population undergoing small mutations (see
§2.1 for a detailed discussion).

5.2.1 Adaptive Dynamics Calculations

Using (5.14) and (5.11), the fitness of an individual in the resident population with
dynamics (5.13) is given by

$$F_R(k_R) = \exp \left( \frac{-k_R^2 + (1-k_R)}{4(2k_R^2 - 2k_R + 1)} - ck_R^2 \right).$$

(5.15)

Consider a small population of mutants with strategy $k_M$ interacting with each other
and with all the residents. The mutants (owing to their small numbers) will experience
the same social noise as the residents so that they have dynamics given by

$$d\tilde{x}_M = -\left[ k_M^2 + (1-k_M)^2 \right] \tilde{x}_M dt + \sqrt{k_M^2 + \beta^2(1-k_R)(1-k_M)^2} dW.$$  

(5.16)

Correspondingly, the fitness of individuals in the mutant population is given by

$$F_M(k_R, k_M) = \exp \left( \frac{-k_M^2 + \beta^2(1-k_R)(1-k_M)^2}{4(2k_M^2 - 2k_M + 1)} - ck_M^2 \right).$$

(5.17)

The relative fitness of the mutant strategy in the environment of the resident is known
as the differential fitness and is given by (2.3),

$$S(k_R, k_M) = F_M(k_R, k_M) - F_R(k_R).$$  

(5.18)
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The two-dimensional function $S$ allows us to predict which mutant strategies can invade a particular resident population. For example, for a given resident strategy $k_R$, the values of $k_M$ that result in $S > 0$ correspond to the mutant strategies that when rare can invade the established resident population. Further, a study of the selection landscape $S$ can help us predict when we can expect to see an evolutionarily stable monomorphic population (all individuals having the same strategy) and when we can expect to see opportunities for branching in evolutionary simulations (resulting in leader $(k_i \approx 1)$ and follower $(k_i \approx 0)$ populations) as we vary the cost $c$ associated with strategy investment.

The evolutionary dynamics of the resident strategy $k_R$ are given by (2.4), where $g(k_R)$ is the selection gradient (note that the timescale $t$ associated with (2.4) corresponds to slow evolutionary time and is different from the fast timescale associated with the stochastic migrations dynamics (5.10) and (5.13)). For the differential fitness $S$ defined in (5.18), (5.15) and (5.17), singular strategies $k_*$ (defined as $g(k_*) = 0$) are given by the solutions to the polynomial equation (details in Appendix D)

$$k_* \left[ \beta^2 (1 - k_*) - 1 \right] (k_* - 1) + 4ck_* (2k_*^2 - 2k_* + 1)^2 = 0. \quad (5.19)$$

A singular strategy $k_*$ is known as a Convergent Stable Strategy (CSS) if it is locally asymptotically stable for the dynamics (2.4), which is equivalent to satisfying the condition (2.5). As discussed in §2.1, a CSS strategy $k_*$ can be either locally evolutionary stable (local ESS) for the population, or can be a branching opportunity where the population speciates. For $S$ defined in (5.18), the branching condition (2.6) evaluates to (details in Appendix D)

$$0 < k_* < \frac{5 - \sqrt{7}}{6} \approx 0.3923. \quad (5.20)$$

The branching condition in (5.20) is exactly the same as that obtained in [132] (Equation (18)). Parameters $\beta$ and $c$ that yield CSS singular strategies $k_* \in \left(0, \frac{5 - \sqrt{7}}{6}\right)$ result in speciated populations via evolutionary branching.

### 5.2.2 Adaptive Dynamics Results

The bifurcation diagram in Figure 5.3 summarizes the singular strategy condition (5.19), CSS condition (2.5) and branching condition (5.20) to obtain four distinct sets of evolutionary outcomes (in ranges A, B, C and D) for our model for increasing cost parameter $c$ (calculations in Appendix D):
Figure 5.3: Evolutionary singular strategies $k_*$ as a function of cost parameter $c$. The two sets of singular strategies defined by (5.19) are plotted in blue. One set corresponds to $k_* = 0$ and the other corresponds to the curve given by the equation $c = \frac{(1-k_*)(\beta^2(1-k_*)-1)}{4(2k_*^2 - 2k_* + 1)^2}$. Solid curves are CSS strategies, and dashed curves are unstable singular strategies. The regions marked (A)-(D) correspond to the descriptions in the text. Analytical derivations for the cost parameters $\frac{\beta^2-1}{4}$, $c_1$ and $c_2$ that divide the regions are given in Appendix D.

(A) Monomorphic: For $0 < c < \frac{\beta^2-1}{4}$ there exists only one CSS strategy. This strategy is also evolutionarily stable (evolutionary stability since $k_* > \frac{5-\sqrt{7}}{6}$), resulting in a monomorphic population with strategy $k_*$. The $k_* = 0$ singular strategy is not convergent stable.

(B) Two local CSS’s that are each evolutionarily stable: For $\frac{\beta^2-1}{4} < c < c_1$ there exist two convergent stable strategies, one of which is the fully social strategy $k_* = 0$. Both singular strategies are locally evolutionarily stable. $c_1$ is defined implicitly as the solution to the equation $g(\frac{5-\sqrt{7}}{6}) \bigg|_{c=c_1} = 0$.

(C) Branching: For $c_1 < c < c_2$ the convergent stable interior ($k_* \in (0,1)$) singular strategy satisfies the branching condition (5.20) resulting in the speciation of the population.

(D) Collapse of Migration: $c > c_2$ represents the high cost scenario in which the only singular strategy that exists is the convergent stable fully social strategy $k_* = 0$ and the population does not develop any migration ability.
These four cases constitute a comprehensive picture of the evolutionary dynamics of the migration model (5.10) in the all-to-all limit, and encompass key features of the branching calculations in [132] and evolutionary simulations in [33]. The existence of two locally evolutionary stable attractors in case (B) above implies that the evolutionary dynamics can potentially yield speciated outcomes in the population without evolutionary branching (case (C)). We illustrate this using simulations in §5.2.3.

A hysteretic effect associated with restoring population migration ability once destroyed is apparent in Figure 5.3. In particular, once migration ability in the population is lost for high cost parameter $c > c_2$, the cost parameter needs to be reduced below the level $\frac{\beta^2 - 1}{4} (< c_1 < c_2)$ for migration ability to be regained. This compares to the simulations in [33, 34] where agent-based models are used to study the effect of habitat fragmentation on the evolution of migration. In these simulations, the authors study the impacts of progressively more fragmented habitats on migratory outcomes, and show that once migration ability is lost for a threshold level of fragmentation, much greater habitat recovery is necessary to restore lost migration ability (a hysteretic effect). Higher levels of habitat fragmentation are comparable to higher cost parameter $c$.

### 5.2.3 Evolutionary Simulations*

In Figure 5.4 we show the pairwise invasability plots (PIPs) [25, 26, 18] (see Figure 2.3 in §2.1 for a description) of the differential fitness $S(k_R, k_M)$ for increasing cost $c$ to illustrate the four sets of outcomes described above. These plots show the sign of $S$ as a function of the resident and mutant population strategies. Dark regions correspond to differential fitness $S > 0$ and allow mutant invasions; white regions correspond to $S < 0$ and prohibit mutant invasions. Comparing the PIPs from Figure 5.4 to the canonical classes of PIPs in Figure 2.3, we see conditions for an initially monomorphic population for low values of cost parameter $c$, a branching speciated solution for intermediate values of $c$, and for high values of $c$ we see conditions that prevent individuals from developing any significant investment, i.e., the population is unable to develop any significant migration ability.

We confirm our predictions from the adaptive dynamics analysis by running evolutionary simulations in the case of a monomorphic initial condition and also a uniformly randomly distributed initial condition as shown in Figure 5.4 (bottom two rows). These simulations comprise the roulette-wheel selection and small mutation.

*Results from this subsection were presented at the SIAM Conference on Applications of Dynamical Systems, Snowbird, UT, 2011.
Figure 5.4: Evolutionary dynamics for the migration model with all-to-all interconnection, noise parameter $\beta = 3$, and with increasing cost parameter $c$ as indicated in each column. The top row shows the pairwise invasability plots. Black regions correspond to differential fitness $S(k_R, k_M) > 0$ (mutants can invade) and white regions to $S < 0$. The red vertical lines pass through convergent stable interior strategies $k_R = k_*$. The middle row of plots are evolutionary simulations starting with a monomorphic population with strategy $k = 0$. Hot colors correspond to high population density. The bottom row of plots are also evolutionary simulations, but having an initial population with a uniformly randomly distributed strategy $k \in [0,1]$. We use $N = 2000$ individuals for these simulations; corresponding to $\beta = 3$, boundary cost parameters from Figure 5.3 are $c_1 = 2.48$ and $c_2 = 2.77$.

operations on each generation of a population of $N = 2000$ individuals with all-to-all social graph, dynamics (5.10), and fitness (5.11).

The columns in Figure 5.4 from left to right correspond to the cases (A)-(D) respectively. In case (A), both initial conditions result in a monomorphic evolutionary outcome. In case (B), the polymorphic solution for the evolutionary simulation with random initial conditions (Column 2, last Row) is a consequence of the stability of the $k_* = 0$ singular strategy, and not as a consequence of branching, as in case (C). Case (D) corresponds to the collapse of migration with all individuals having an insignificant level of investment.
The analysis in this section shows the range of evolutionary outcomes for the migration model with all-to-all social interconnection. We are particularly motivated by conditions that result in the speciation or branching of the population into invested leaders and social followers. In the following section we study the role that limited social interconnection topology plays in the emergence of this evolutionary branching.

### 5.3 Evolutionary Dynamics with Limited Social Interactions

In this section we study the role that graph topology plays in the evolutionary dynamics of the migration model (5.10). While the all-to-all topology assumption of §5.2 allows for a detailed analysis of the evolutionary dynamics in a large population, it is unrealistic for most biological and decentralized artificial systems. In §5.3.1, we relax the all-to-all assumption and study the migration model (5.10) with limited interconnection. We prove two main results. Theorem 5.1 provides necessary and sufficient conditions for a population with limited interconnections to develop the ability to migrate. Theorem 5.2 presents an analytical technique for computing migratory performance (solution to fast timescale dynamics) as a function of interconnection topology and individual node investments.

In §5.3.2 we utilize the analytical fast timescale calculation from Theorem 5.2 to simulate evolutionary dynamics for three classes of limited interconnection topologies: undirected ring lattices, undirected random graphs, and directed random graphs. In each case, the simulations show a minimum connectivity threshold necessary for speciated evolutionary outcomes in the population.

#### 5.3.1 Fast Timescale Results

As we will see in Theorem 5.2, the steady-state probability distribution of the state \( \hat{\mathbf{x}} \) for the migration dynamics (5.10) exists if and only if the zero equilibrium of the noise-free form of the dynamics (5.10) are asymptotically stable. The noise-free form of the dynamics (5.10) are given by

\[
\dot{\mathbf{x}} = M\mathbf{x}, \quad \text{where} \quad M = -(K_1 + K_2 L). \tag{5.21}
\]

---

\(^1\)Results from this section were presented at the SIAM Conference on Applications of Dynamical Systems, Snowbird, UT, 2011.
Intuitively, the asymptotic stability of the zero equilibrium of the noise-free dynamics (5.21) corresponds to the population developing the ability to collectively migrate since \( \bar{x} \to 0 \implies x \to \mu 1 \). The lack of asymptotic stability for (5.21) implies that there exist individuals in the population that do not have an ability to migrate because their direction states \( x_i \) diverge away from the desired direction \( \mu \), and correspondingly, the steady-state variance of \( x_i \) given by \( \sigma_{ss,i}^2 \) does not exist. The linear dynamics (5.21) are asymptotically stable if and only if matrix \( M \) is Hurwitz \([113]\), i.e., all eigenvalues of \( M \) have real part strictly less than 0. Lemmas 5.1 and 5.2 provide necessary and sufficient conditions, respectively, for matrix \( M \) to be Hurwitz.

**Lemma 5.1.** If matrix \( M \) is Hurwitz, then there exists some node \( i \) such that \( k_i > 0 \).

*Proof.* If the condition is not satisfied, i.e., \( k_i = 0 \) for all \( i \in \{1, \cdots, N\} \), then \( M = -L \). The Laplacian matrix \( L \) has a zero eigenvalue associated with the eigenvector \( 1 \) and hence \( M \) is not Hurwitz.

**Lemma 5.2.** If \( k_i > 0 \) for all \( i \in \{1, \cdots, N\} \), then \( M \) is Hurwitz.

*Proof.* This can be checked by a straightforward application of the Gershgorin circle theorem \([43]\). The Laplacian matrix \( L \) is given by \( L = [l_{ij}] \). The eigenvalues of \( M \) lie in the union of \( N \) disks, each centered about \(-k_i^2 - (1-k_i)^2l_{ii}\) with radius \((1-k_i)^2l_{ii}\). If \( k_i > 0 \) for all \( i \), then the disks all lie strictly in the left half complex plane.

Lemmas 5.1 and 5.2 are extreme cases of investment that can be interpreted in the context of migration as follows. Lemma 5.1 says that regardless of social interconnection topology, the population does not develop migration ability unless at least one individual is invested in acquiring the external signal \( \mu \). Lemma 5.2 says that if all individuals in the population are invested, then the population develops the ability to migrate in the direction \( \mu \), for any social graph. In Theorem 5.1 we derive necessary and sufficient conditions for the population to develop migration ability (matrix \( M \) Hurwitz) that depend explicitly on the topology of the social interconnection graph.

The proof of Theorem 5.1 requires the following lemma from \([110]\) (see also \([111, 64]\)).

**Lemma 5.3.** For a general Laplacian matrix \( \bar{L} = [\bar{l}_{ij}] \in \mathbb{R}^{N \times N} \) given by \( \bar{l}_{ij} \leq 0 \) for \( i \neq j \) and \( \sum_{j=1}^{N} \bar{l}_{ij} = 0 \) for all \( i \in \{1, \cdots, N\} \), the following conditions are equivalent:

(i) \( \bar{L} \) has a simple zero eigenvalue and all of the other eigenvalues have positive real parts.
(ii) The directed graph $\mathcal{G}(\tilde{L})$ of $\tilde{L}$ (graph with adjacency matrix $\tilde{A} = [\tilde{a}_{ij}]$, $\tilde{a}_{ii} = 0$ for all $i$ and $\tilde{a}_{ij} = -\tilde{l}_{ij}$ for all $i \neq j$) has a directed spanning tree (see Definition 5.1 below).

(iii) For $\mathbf{z} \in \mathbb{R}^N$, the dynamics $\dot{\mathbf{z}} = -\tilde{L}\mathbf{z}$ converge asymptotically to $\alpha \mathbf{1}$ for some scalar $\alpha$.

Proof. See Lemma 3.1 in [110], Theorem 2 in [111], and Lemma 2 in [64].

**Definition 5.1.** Spanning Tree: A directed graph has a directed spanning tree (condition (ii) in Lemma 5.3) if there exists at least one node $k$ on the graph such that a directed path exists from every other node on the graph to node $k$. Node $k$ is known as a root node of the graph.

For undirected connected graphs, every node is a root node. For general (connected or disconnected) directed graphs, one can define a root set that is accessible from every other node in the network, i.e. there is a directed path from every node to at least one node in the root set. Let $\mathcal{R}(\tilde{L})$ denote a minimal root set (set with smallest cardinality) of the graph with Laplacian $\tilde{L}$ (denoted $\mathcal{G}(\tilde{L})$). Note that for a given graph, the set $\mathcal{R}(\tilde{L})$ is not necessarily unique. For example, for an undirected connected graph, $\mathcal{R}(\tilde{L}) = \{i\}$ for any node $i$ (see Figure 5.5(a) for an illustration).

![Figure 5.5](image_url)

**Figure 5.5:** Illustrations of the root set $\mathcal{R}(L)$ and the conditions of Theorem 5.1. In each graph, the set of nodes labeled $1, \cdots, N$ and solid arrows correspond to the social graph $\mathcal{G}(L)$. The complete set of nodes labeled $0, 1, \cdots, N$ and all the arrows correspond to the augmented graph $\mathcal{G}(\tilde{L})$. Node 0 represents the external signal. All three graphs shown have a spanning tree rooted at node 0, and hence satisfy the conditions of Theorem 5.1. (a) Social graph is undirected and connected, hence $\mathcal{R}(L) = \{1\}, \{2\}, \{3\}, \{4\}, \text{ or } \{5\}$. (b) Directed social graph with $\mathcal{R}(L) = \{3\}$. (c) Directed social graph with $\mathcal{R}(L) = \{2, 3, 6\} \text{ or } \{2, 3, 7\}$. 
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Theorem 5.1. Matrix $M$ from (5.21) is Hurwitz if and only if there exists a minimal root set $R(L)$ such that $k_j > 0$ for all nodes $j \in R(L)$, where $L$ is the Laplacian matrix of the social graph with adjacency matrix (5.4).

Proof. Define the normalized external signal state ($x_i = \mu$ in (5.7)) $\tilde{x}_0 = 0$ and the augmented state vector $z = [\tilde{x}_0 \ \tilde{x}]^T$. Consider the dynamics

$$
\dot{z} = \begin{bmatrix}
\dot{\tilde{x}}_0 \\
\dot{\tilde{x}}
\end{bmatrix} = -
\begin{bmatrix}
0 & 0_{N \times 1} \\
-K_11 & -M
\end{bmatrix}
\begin{bmatrix}
\tilde{x}_0 \\
\tilde{x}
\end{bmatrix} = -\hat{L}z.
$$

(5.22)

Then $\hat{L}$ satisfies the properties of general Laplacian matrices given in Lemma 5.3. The graph corresponding to Laplacian $\hat{L}$ is the same as the graph corresponding to Laplacian $K_2L$ with an additional node (labeled 0, with state $\tilde{x}_0$) having incoming links with weights $k_j^2$ from all nodes $j = 1, \cdots, N$ (see Figure 5.5 for an illustration, links to node 0 are shown as dashed arrows).

Since node 0 of $G(\hat{L})$ has no outgoing links, from Definition 5.1 we have the following condition,

$$
G(\hat{L}) \text{ has a spanning tree } \iff R(\hat{L}) = \{0\}.
$$

(5.23)

We claim the following

$$
G(\hat{L}) \text{ has a spanning tree } \implies \exists R(L) \text{ s.t. } k_j > 0 \text{ for all } j \in R(L).
$$

(5.24)

We prove the statement above by contradiction. Assume that $G(\hat{L})$ has a spanning tree and for each root set $R(L)$, there exists a node $j$ such that $k_j = 0$. Since $G(\hat{L})$ has a spanning tree, $R(\hat{L}) = \{0\}$, which means that there is a directed path from every node to node 0. Now consider any root set $R(L)$. Since $k_j = 0$, node $j$ in $R(L)$ can only reach node 0 by a path to a node $m \notin R(L)$, for which $k_m > 0$. However, if such a path exists, then the set $R(L)$ where node $j$ is replaced with node $m$ is another root set. By assumption we must have $k_m = 0$. Thus there exists no directed path from node $j$ to node 0. Hence $G(\hat{L})$ does not have a spanning tree and we have proved the claim.

Consider any root set $R(L)$ and assume that $k_j > 0$ for all $j \in R(L)$. Then all nodes $j \in R(L)$ are connected to node 0 of $G(\hat{L})$. For all nodes $m \notin R(L)$, either $k_m > 0$ and $m$ has a direct link to node 0, or $k_m = 0$ in which case $m$ has a link to at least one other node on a directed path to the root node 0, via an element of $R(L)$.
Hence
\[ \exists R(L) \text{ s.t. } k_j > 0 \text{ for all } j \in R(L) \implies \mathcal{G}(\hat{L}) \text{ has a spanning tree}. \tag{5.25} \]

Combining (5.23), (5.24) and (5.25), we have the condition,
\[ \exists R(L) \text{ s.t. } k_j > 0 \forall j \in R(L) \iff \mathcal{G}(\hat{L}) \text{ has a spanning tree} \iff R(\hat{L}) = \{0\}. \tag{5.26} \]

From Lemma 5.3, \( \mathcal{G}(\hat{L}) \) has a spanning tree if and only if the dynamics (5.22) converge asymptotically to \( \alpha \mathbf{1} \) for some scalar \( \alpha \). However in (5.22), the state \( \tilde{x}_0 = 0 \) is invariant and hence \( \alpha = 0 \). The linear dynamics (5.21) converge asymptotically to 0 if and only if matrix \( M \) is Hurwitz [113]. This gives the condition
\[ \mathcal{G}(\hat{L}) \text{ has a spanning tree} \iff M \text{ is Hurwitz}. \tag{5.27} \]

Combining (5.26) and (5.27) we have the desired result. \( \square \)

Sets of root nodes \( R(L) \) are illustrated for a set of simple social graphs in Figure 5.5. The directed connected graph in Figure 5.5(b) has a single root node, whereas the graph in Figure 5.5(c) has two possible minimal sets of root nodes.

We now return to the noisy migration model given by the system of stochastic equations (5.10). In order to compute the fitness of an individual in a migratory collective using (5.11), a computation of the steady-state variance of the individuals dynamics \( \sigma_{ss,i}^2 \) is necessary. This quantity in turn depends on the level of investment of the individuals in the network (represented by the vector \( \mathbf{k} \)) and the underlying topology of the social interconnection graph \( \mathcal{G}(L) \), and can be computed by solving the matrix Lyapunov equation, as shown in Theorem 5.2 (see also [151, 103] for related results on the consensus and drift-diffusion models respectively).

**Theorem 5.2.** For the stochastic dynamics (5.10) with social graph \( \mathcal{G}(L) \), suppose there exists an \( R(L) \) such that \( k_j > 0 \) for all \( j \in R(L) \). Then the system of stochastic differential equations (5.10) has steady-state mean \( \lim_{t \to \infty} E[\tilde{\mathbf{x}}(t)] = \mathbf{0} \) and steady-state covariance matrix \( \Sigma = \lim_{t \to \infty} E[(\tilde{\mathbf{x}}(t))^T\tilde{\mathbf{x}}(t)] \) given by the solution to the Lyapunov equation \( (K_1 + K_2L)\Sigma + \Sigma(K_1 + K_2L)^T = SS^T \).

**Proof.** The system (5.10) is a multivariate Ornstein-Uhlenbeck process with mean given by [24]
\[ E[\tilde{\mathbf{x}}(t)] = \exp(\mathbf{M}t) E[\tilde{\mathbf{x}}(0)]. \]
By Theorem 5.1, \( M \) is Hurwitz and hence \( \lim_{t \to \infty} E[\tilde{x}(t)] = 0 \).

The covariance matrix of \( \tilde{x} \) is given by

\[
E\left[(\tilde{x}(t) - E[\tilde{x}(t)])(\tilde{x}(t) - E[\tilde{x}(t)])^T\right] \\
= \exp(Mt)E[\tilde{x}(0)\tilde{x}^T(0)] \exp(Mt) + \int_0^t \exp(M(t-s))SS^T \exp(M(t-s))ds.
\]

Since \( M \) is Hurwitz, the steady-state covariance matrix is given by

\[
\Sigma = \lim_{t \to \infty} E[\tilde{x}(t)^T\tilde{x}(t)] = \lim_{t \to \infty} \int_0^t \exp(M(t-s))SS^T \exp(M(t-s))ds,
\]

which as is shown in [24] is the solution to the Lyapunov equation

\[
M\Sigma + \Sigma M^T + SS^T = 0. \tag{5.28}
\]

5.3.2 Slow Timescale Evolutionary Dynamics

The Lyapunov equation (5.28) in Theorem 5.2 allows us to compute the migratory performance (and correspondingly fitness (5.11)) of individuals since the diagonal terms of the steady-state covariance matrix \( \Sigma \) are the individual steady-state variances \( \sigma_{ss,i}^2 \). In this section, we use evolutionary simulations based on fast timescale fitness calculations from (5.28) to study the role that graph connectivity plays in the evolution of branching.

We focus on three classes of social graph topologies of which one is ordered (ring lattice) and two are random (undirected and directed). In each class, a single parameter controls the level of connectivity of the graph. The three classes of graphs used are listed below:

- **Undirected Ring Lattice**: A graph with \( N \) nodes, each connected to \( K \) nearest neighbors, \( K/2 \) on each side, for \( K \) even. An undirected edge exists between nodes \( i \) and \( j \) if and only if \( 0 < \min\{|i-j|, N-|i-j|\} \leq K/2 \). The graph is connected for \( K \geq 2 \).

- **Random Undirected (Erdős-Rényi) [19, 82]**: Undirected graph with \( N \) nodes. Every edge in the graph exists randomly with a uniform probability \( p \). The
expected number of neighbors of a node is $E[K] = Np$ for large $N$. The graph is almost surely connected if $p > \ln(N)/N$ or equivalently $E[K] > \ln(N)$.

- Random Directed [83, 2]: Directed graph with $N$ nodes. Each node has a probability $p$ of having a directed link to every other node in the network. The expected number of neighbors of a node is $E[K] = Np$ for large $N$.

![Figure 5.6: Effect of social graph topology on the evolutionary outcomes of the migration model. The left plot shows the equilibrium strategy distribution as a function of number of nearest neighbors for the ring lattice graph model with $N = 400$ nodes and parameters $\beta = 3$ and $c = 2.6$; bright colors correspond to higher population density. The two plots on the right labeled (a) and (b) are evolutionary simulations, the steady state conditions in these plots correspond to the red dashed slices in the left plot. Notice that the speciated two-strategy equilibrium exists only once the graph connectivity exceeds a threshold number of neighbors ($\approx 18$ for parameters chosen here).](image)

For each class of topologies, the parameters $K$ and $p$ allow us to explore a range of connectivities; for $K = p = 0$, the social graphs are fully disconnected and individuals must resort to solitary migration with a monomorphic optimal strategy (5.12). For $K \to N - 1$ (for the ring lattice) and $p \to 1$ (for the random graphs), the social graph is fully connected, resulting in the leader-follower speciated evolutionary equilibrium for certain parameter choices as discussed in Section 5.2. Between these two connectivity extremes, intuition suggests that an intermediate level of limited connectivity can provide adequate information flow in the network for followers to leverage the investments made by leaders, thereby resulting in a speciated population. In Figures 5.6 and 5.7 we confirm this intuition by showing that the transition from a monomor-
phic, to a branched evolutionary solution as a function of topology (parameterized by $K$ and $p$), occurs at an intermediate threshold level of connectivity.

For the simulation in Figure 5.6 we use the ring lattice topology for the social graph with $N = 400$ individuals and choose a set of parameters for which the all-to-all social graph is known to have a two-strategy solution, $\beta = 3$ and $c = 2.6$ (see Figure 5.4, column 3). For a range of values of the number of neighbors $K = 2, 4, \ldots, 100$, we compute the fitness of individuals using (5.28) and (5.11) and evolve the strategies of the populations to an evolutionary steady state. This steady-state strategy distribution is plotted as a function of number of neighbors $K$ in the figure. We see that there exists an intermediate threshold for social connectivity (given by $K \approx 18$) that allows for adequate information flow in the network to result in evolutionary branching. In particular, social graphs that are much sparser (fewer edges) than the all-to-all case analyzed in Section 5.2 can yield speciated evolutionary outcomes.

In Figure 5.7 we present simulations similar to those described for Figure 5.6 above, for all three classes of social graph topologies (ring lattice, undirected random, directed random) and for $N = 200, 400, 600$. In each case, we see a threshold connectivity for evolutionary branching that is higher than the minimum thresholds for the social graph to be connected. We also see that the number of individuals in the population $N$ does not have a significant affect on this threshold in the range considered. Further, the location of the threshold is dependent on the class of graph being considered; the two classes of random graphs have lower thresholds than the ordered ring lattice.

The simulations in this section illustrate the significant effect of limited social graph connectivity on the evolution of branching in migration. In particular, we show that social connectivity above threshold levels can yield speciated outcomes in the evolutionary dynamics. The thresholds depend on the classes of social graph topology being considered. Determining the analytical minimum connectivity threshold as function of parameters $\beta$, $c$ and class of graph, is a topic of ongoing work. We also intend to look at other classes of graph topologies such as spatially embedded graphs with a topological metric on connectivity (such as in [3]), and classes of small-world graphs parameterized by a single rewiring parameter [146, 82] (the ring lattice and undirected random graphs considered here are two extreme limits of the Watts-Strogatz small world model).
### Figure 5.7: Evolutionary equilibria as a function of social graph topology for ring lattice, random undirected and random directed graph models with parameters $\beta = 3$ and $c = 2.6$; number of nodes $N$ are shown on each plot. The minimum number of neighbors (or mean number for the random graphs) is independent of the number of nodes $N$ in these plots, $\approx 18$ for the ring lattice, $\approx 9$ for the random undirected graphs and $\approx 8$ for the random directed graphs.

### 5.4 Dynamic Nodes and Bifurcations

Our analysis of the collective migration model (5.10) thus far has focused on the evolutionary perspective, typically considering the dynamics of networks with large numbers of nodes. In this section we shift focus and consider the model from an adaptive perspective on much smaller dynamic networks. This analysis is motivated in part by questions about leadership, task assignment and robust adaptive behavior in multi-agent robotic systems [128, 98, 107]. We consider a simple model of greedy local optimization by nodes on a graph, which yields individual adaptation of investments $k_i$. For this model we show bifurcations as a function of cost that yield leader-follower
emergent behavior as equilibria of the adaptive process. We also illustrate the critical role played by graph topology in determining the location of leaders in the network of adaptive nodes using several examples.

Consider a system of interconnected agents with fast-timescale tracking dynamics given by (5.10). Further, suppose that each agent seeks to maximize its local utility function by adapting its investment parameter $k_i$. We assume that the utility function for each agent $U_i$ is given by the fitness function (5.11),

$$U_i = \exp\left(\frac{-\sigma_{ss,i}^2}{2}\right) \exp\left(-c k_i^2\right).$$  \hspace{1cm} (5.29)

In this setting, the utility function for a focal agent $i$ depends on the agent’s investment $k_i$, as well as the investments of other nodes in the network; we assume that the agent can measure its own utility, but not the investments of other nodes. Given the measured local utility $U_i$, agents modify their investments $k_i$ on a slow timescale by climbing the gradient of their local utility to reach its local maximum,

$$\frac{dk_i}{dt} = \frac{\partial U_i}{\partial k_i}. \hspace{1cm} (5.30)$$

Our goal is to study the outcomes of this simple adaptive process by computing equilibria of the dynamics defined by (5.30), (5.29) and (5.10), and studying their bifurcations. Let $\tilde{U}_i = \ln U_i$ and consider the non-homogeneous time scaling $\tau = \int_0^t U_i(\sigma)d\sigma$. Then the dynamics (5.30) transform to

$$\dot{k}_i = \frac{dk_i}{d\tau} = \frac{\partial \tilde{U}_i}{\partial k_i} = \frac{\partial}{\partial k_i}\left(\frac{-\sigma_{ss,i}^2}{2} - ck_i^2\right), \quad i = \{1, \cdots, N\}. \hspace{1cm} (5.31)$$

The dynamics (5.31) are identical to (5.30), modulo the time-scaling, and are notationally simpler. In particular, the equilibria of (5.31) are identical to those of (5.30). We focus on these dynamics for the remainder of the section.

We first look at the simplest case of the dynamics with $N = 2$ nodes, with an all-to-all graph. The steady-state covariance matrix $\Sigma$ (from (5.28)) in this case can be computed analytically [24] as

$$\Sigma = \frac{(\text{Det} \, M) SS^T + [-M + (\text{Tr} \, M)] SS^T [-M + (\text{Tr} \, M)]^T}{-2(\text{Det} \, M)(\text{Tr} \, M)}, \hspace{1cm} (5.32)$$
where matrices $M$ and $S$ are defined in (5.10) and (5.21). For each pair $\{i,j\} = \{1,2\}, \{2,1\}$, the diagonal elements of $\Sigma$ from (5.32) are given by

\[ a_{ss,i} = \frac{f_{ij} (k_i - 1)^4 + f_{ji} (2(k_j - 1)k_j + 1)^2 + f_{ji} ((k_j (3k_j - 2) + 1)k_i^2 - 2k_j^2k_i + k_j^2)}{4 ((k_i - 1)k_i + (k_j - 1)k_j + 1) ((k_j (3k_j - 2) + 1)k_i^2 - 2k_j^2k_i + k_j^2)}, \]

(5.33)

where $f_{ij} = (k_j^2 - \beta^2 (k_i - 1)(k_j - 1)^2)$.

Substituting (5.33) in (5.31), we compute the equilibria $k_{eq}$ of the dynamics (5.31) and (5.10) and their stability as a function of increasing cost parameter $c$. Analytical expressions of the equilibria are complicated, but the equilibria are illustrated for $\beta = 3$ in Figure 5.8. For low cost, both individuals make a significant equal investment corresponding to the symmetric equilibrium $k_{eq,1} = k_{eq,2} \gg 0$. As cost increases, the level of this equilibrium investment decreases and eventually a pair of stable leader-follower equilibria appear via two saddle-node bifurcations. As the cost increases further, the symmetric stable equilibrium loses stability in a subcritical pitchfork bifurcation, leaving the leader-follower pair of stable equilibria and an unstable symmetric saddle equilibrium.

For larger all-to-all networks with the dynamics (5.31) and (5.10), bifurcations in cost $c$ yield generalizations of the leader-follower equilibria for the $N = 2$ case: the fraction of nodes in the leader populations decreases with increasing cost parameter $c$ as a consequence of several bifurcations in the dynamics. This is illustrated for $N = 10$ nodes in Figure 5.9.

The topology of the social graph and the cost parameter $c$ together play an important role in determining the location of leader and follower nodes on the graph at equilibrium. This is illustrated for an undirected star graph in Figure 5.10. At low values of cost $c$, the fringe nodes of the star invest strongly in the external signal and the central node leverages these neighbors as a follower with small investment. At intermediate cost $c$ all individuals make similar investments, while at high cost $c$ the central node adapts to become the leader with all the fringe nodes leveraging this investment as followers.

We show equilibrium outcomes for three more graph topologies in Figure 5.11. For the undirected ring lattice, alternate nodes adapt to become leaders and followers, while for more complicated nearest-neighbor type topologies, the precise connection between topology and location of leaders is more challenging to interpret. This interpretation requires the development of a graph- and investment-dependent metric to
Figure 5.8: Bifurcations for the adaptive node dynamics (5.30) with \( N = 2 \) nodes, an all-to-all social graph, and noise parameter \( \beta = 3 \). The top plot shows the two components of \( k_{eq} \) (equilibria of the dynamics (5.30) and (5.10)) as a function of the cost parameter \( c \). Stable sinks are marked blue and unstable saddles are marked red. The inset shows a zoomed in view of the region with \( 15 \leq c \leq 20 \) marked in the dotted square. The dashed lines in the inset \( c_1 \approx 16.7 \) and \( c_2 \approx 18.2 \) denote the saddle-node and pitchfork bifurcation points respectively. The row of bottom plots are phase portraits for the dynamics with parameter \( c \) as indicated; the circles are stable sinks and the squares are saddles. These plots remains qualitatively the same for different values of \( \beta > 2 \); the bifurcation points \( c_1 \) and \( c_2 \) move further to the right for higher \( \beta \).

rank nodes for their leadership potential, perhaps analogous to the information centrality metric used for drift-diffusion stochastic networks in [104], a topic of ongoing work.
\[ N = 10, \beta = 3 \]

Figure 5.9: Bifurcations for the adaptive node dynamics (5.30) and (5.10) with \( N = 10 \) nodes, an all-to-all social graph, and noise parameter \( \beta = 3 \). The left plot shows stable equilibria of the dynamics as a function of \( c \); trajectories for the points marked with the circle \((c = 1)\), square \((c = 3)\) and triangle \((c = 10)\) are shown on the right. The labels on the left plot indicate the number of leaders in each branch of stable solutions. Notice that bifurcations yield fewer leaders for increasing cost.

Figure 5.10: Role of topology and cost parameter for the adaptive node dynamics on the undirected star graph. Parameter \( c \) is indicated on each plot. The \( x \)-axis of each plot is time and the \( y \)-axis is strategy \( k_i \). The color-scale corresponds to the magnitude of equilibrium investment \( k_{eq,i} \).

5.5 Final Remarks

The study of leadership has received significant attention in both biology and multi-agent robotics. One focus in biology has been on determining conditions for the
Figure 5.11: Role of topology in determining locations of leaders on the social graph. Parameters for all three plots are $\beta = 3$ and $c = 4$. The colors of nodes on each plot correspond to equilibrium investments $k_i$ for the dynamics (5.30) and (5.10) with magnitudes indicated in the color-bar. The left graph is an undirected star with $N = 10$ nodes. The two right plots show a random spatial embedding of nodes with two different interconnection models. In the middle plot, each node is connected to its three nearest neighbors (topological metric) and in the right-most plot, each node is connected to all neighbors within a fixed radius given by the dashed line drawn (distance metric).

stable evolution of leadership behavior in collective systems, since followers in such systems have good performance at a lower cost. In networked robotic systems, the leader-follower paradigm has been studied in a variety of contexts as a tool to design control protocols that achieve desired performance. In this work we focus on the role that the social graph connectivity plays in a networked model of collective migration. We use tools from adaptive dynamics to study the all-to-all limit of the evolutionary model and derive bounds for branching of the population into leader and follower groups. For limited connectivity, we prove necessary and sufficient conditions for convergence of the noise-free migration model, and show that fitness of individuals in the stochastic model can be derived analytically using the Lyapunov equation. For random networks and lattices, we show a minimum connectivity bound that yields evolutionary branching in the population. In the final section, we study smaller networks inspired by collective robotic systems, and show that the network topology plays a critical role in determining the location of leaders in the adaptive system.

Our goal here was not to design the best system for a given task, as is often the case in the leader-follower work, but rather to understand the role of networked topology in the emergence of leadership. One interesting avenue for future work is to understand where the top-down engineering design approach meets the bottom-up adaptive approach taken in this chapter. This understanding will aid in the design of
collective systems that are near optimal, and also robust to failures such as lost nodes or links. For the evolutionary model, further work involves analytically deriving the minimal connectivity threshold for branching, and generalizing to study arbitrary social graphs, beyond the lattice and random networks studied here.
Chapter 6

Coevolutionary Dynamics of Pursuit and Evasion

Pursuit and evasion behaviors are widely observed in nature and play a critical role in predator foraging, prey survival, mating, and territorial battles in several species. Species such as bats and dragonflies have evolved sophisticated dynamical strategies such as motion camouflage to disguise themselves as stationary during aerial pursuit [77, 27]. Studies on migratory cannibalistic locusts have revealed that pursuit and evasive behavior among conspecifics is integral to the formation of mass-moving migratory bands in dense swarms [35, 5]. Recent experimental work on the dynamics of coordinated predator pursuit and prey evasion among schooling fish has shown that collective behavior, among both predators and prey, plays a vital role in predator hunting and prey evasion under conditions of considerable informational constraints (such as dynamic ocean environments) [37, 45].

Pursuit-evasion contests have been studied extensively from a game-theoretic perspective as differential games [46]. Unlike classical (matrix-based) games, the dynamics of players in differential games are modeled using differential equations, with payoffs corresponding to particular states of the system, or to system trajectories. In engineering, pursuit and evasion games have received much attention, particularly in the context of missile guidance and avoidance [101, 51] and aircraft pursuit and evasion [108, 81]. The book by Nahin [80] provides a review of the topic along with relevant historical background.

The pervasiveness of pursuit and evasion in nature motivates the examination of winning strategies from an evolutionary perspective. Here one can think of a strategy as a control law that a particular pursuer (evader) employs to capture (escape). Correlates of evolutionary fitness, such as time-to-capture, provide natural metrics that
connect the dynamics of individual pursuer-evader pairs to evolutionary dynamics of populations comprising individuals playing different strategies. ESSes of the pursuit-evasion game point to strategies or behaviors one would expect to observe in nature. Recently, Wei et al. [147] used the evolutionary approach to study pursuit games with dynamics derived in [50]. The authors of [147, 50] use Monte-Carlo simulations and analytical calculations to study three pursuit strategies competing against a field of deterministic or random nonreactive evasive strategies (an evader with a nonreactive strategy has dynamics that are uncoupled from those of the pursuer). The three chosen pursuit strategies (classical, constant bearing and motion camouflage) are biologically inspired. The authors show convergence of the evolutionary game dynamics between the three strategies to pure motion camouflage and motivate this result by empirical observations of motion camouflage in hoverflies, dragonflies and bats [27].

In this chapter, we build on the work in [147] by studying the coevolution of the three strategies of pursuit from [147] playing against three distinct evasive strategies, two of which are reactive strategies (an evader with a reactive strategy has dynamics that are coupled to those of the pursuer). In contrast to the analysis in Chapters 3, 4 and 5, which involve the evolutionary dynamics of a single population, the analysis in this chapter involves the interaction between two distinct populations (pursuers and evaders). This will require us to look at an extension of the standard replicator equations to a double simplex phase space.

We use Monte-Carlo simulations and theoretical analysis to show convergence to an equilibrium of classical pursuit versus classical evasion. We point out that extending the ‘games against nature’ approach [147] (evolution of pursuers with respect to nonreactive evaders) to competitions between two sets of strategies does not result in a motion camouflage as the winning pursuit strategy, as in [147]. Indeed, the environment of evasive strategies that a pursuer population encounters is critical to determining the winning pursuit strategy. It is anticipated that analysis of strategy spaces different again from those studied in the present chapter will yield other interesting evolutionary outcomes.

We explore the winning strategies (classical pursuit and classical evasion) in a collective motion model with agents pursuing and evading designated neighbors on a cyclical interaction topology. This exploration is motivated by collective motion in cannibalistic locusts [5] and has strong parallels to prior work in cyclic pursuit [23, 67, 69, 68]. Simulation results suggest a rich set of solutions for this collective motion model.
The outline of this chapter is as follows. §6.1 describes the planar dynamics for pursuit and evasive agents and the different pursuit and evasion strategies under consideration. In §6.2 we study the coevolutionary dynamics of the two populations, and in §6.3 we focus on the collective motion model with the winning strategies.

**NOTATION:** For notational convenience, the Euclidean plane $\mathbb{R}^2$ is identified with the complex plane $\mathbb{C}$. Thus $(x, y) \in \mathbb{R}^2 \equiv x + iy \in \mathbb{C}$. For two complex numbers $c_1, c_2 \in \mathbb{C}$, the complex inner product is defined as $\langle c_1, c_2 \rangle := \text{Re}(c_1c_2^*)$, the real part of $c_1c_2^*$, where $c_2^*$ is the complex conjugate of $c_2$. $|c_1|$ is the complex modulus of $c_1$. $M^#$ denotes the element-wise inverse of matrix $M = [m_{ij}]$, i.e. $m^#_{ij} = 1/m_{ij}$.

### 6.1 Dynamics of Pursuit and Evasion*

We study a two-agent planar pursuit and evasion problem where each agent is modeled as a self-propelled steered particle with constant speed and with angular velocity determined by the interaction between the particles. We consider three pursuit behaviors: *classical*, *constant bearing* and *motion camouflage*, and three evasive behaviors: *classical*, *random motion*, and *optical-flow based* [123]. The choice of the three pursuit behaviors is motivated by work in [147] and [50], where it is proved that if the speed of the pursuer is greater than that of the evader, the pursuer captures the evader in finite time. Here ‘capture’ means that the Euclidean distance between the pursuer and evader reaches a designated minimum.

Consider a pursuer and an evader moving on the complex plane with positions $r_P = x_P + iy_P \in \mathbb{C}$ and $r_E = x_E + iy_E \in \mathbb{C}$, and headings $\theta_P \in \mathbb{S}^1$ and $\theta_E \in \mathbb{S}^1$, respectively. The dynamics of the two-agent system are given by

\[
\begin{align*}
\dot{r}_P &= e^{i\theta_P}, & \dot{\theta}_P &= u_P \\
\dot{r}_E &= \nu e^{i\theta_E}, & \dot{\theta}_E &= u_E.
\end{align*}
\]

Here, the speed of the pursuer is normalized to be 1 and the evader has a constant positive speed $\nu < 1$. We define the *baseline vector* [147] $r$ as the relative position of pursuer with respect to evader, i.e.,

$$r = r_P - r_E.$$  

---

*Sections 6.1–6.3 are presented verbatim as in [96] with some minor modifications.*
Figure 6.1: Cartoon trajectories of a pursuer and an evader. Pursuer position $r_P$ and evader position $r_E$ at time $t_0$ are shown as circles. The corresponding velocities $e^{-i\theta_P}$ and $\nu e^{-i\theta_E}$ (and the vectors $ie^{-i\theta_P}$ and $\nu ie^{-i\theta_E}$ normal to these) are shown as dotted arrows. Also shown is the baseline vector $r$. Solid trajectories correspond to $t < t_0$ and dashed trajectories to $t > t_0$.

Figure 6.1 shows the positions and velocity vectors for each particle, and the baseline vector. Note that $\dot{r} = e^{-i\theta_P} - \nu e^{-i\theta_E}$. We define the three pursuit control laws following [147] (with some change of notation):

- Classical pursuit\(^1\):
  \[
  u_P = -\eta \left\langle \frac{r}{|r|}, ie^{-i\theta_P} \right\rangle, \tag{P1}
  \]
  where $\eta$ is a constant gain.

- Constant bearing pursuit\(^1\):
  \[
  u_P = -\eta \left\langle \frac{r}{|r|}, ie^{i\phi} e^{-i\theta_P} \right\rangle, \tag{P2}
  \]
  where $\phi \in (-\pi/2, \pi/2)$ is a chosen constant bearing angle.

\(^1\)Pursuer strategies (P1) and (P2) are modified slightly for clarity from those used previously in [96]. We have dropped the second terms in each control law; these terms were only relevant in the fast initial transient dynamics and do not affect the results described here.
Motion camouflage pursuit:

\[ u_P = -\mu \left\langle \frac{r}{|r|}, i\dot{r} \right\rangle, \]  

(P3)

where \( \mu \) is a constant gain.

We define the three evasion control laws as follows:

- Classical evasion:

\[ u_E = -\eta \left\langle \frac{r}{|r|}, ie^{i\theta_E} \right\rangle, \]  

(E1)

where \( \eta \) is a constant gain.

- Random motion evasion:

  Piecewise linear paths with turns every \( \alpha \) time units, and turning rate \( u_E \) selected uniformly randomly from \([-\kappa, \kappa]\) at every turn.  

(E2)

- Optical-flow based evasion:

\[ u_E = -\eta \tan^{-1} \left( \dot{\theta} \right), \]  

(E3)

where \( \theta \) is the complex argument of \( r \) and \( \dot{\theta} = -\frac{1}{|r|^2} \left\langle r, i\dot{r} \right\rangle. \)

Intuitively, classical pursuit (evasion) involves the pursuer (evader) aligning its velocity vector with the baseline. In constant bearing pursuit, the pursuer maintains a constant bearing angle \( \phi \) between its velocity vector and the baseline, whereas in motion camouflage, the pursuer contracts the magnitude of the baseline, while leaving the argument of the baseline unchanged. In [147, 50], the authors use elegant geometric ideas to show that the pursuit control laws (P1)-(P3) provably correspond to the desired pursuit strategies described above. This is done by defining pursuit manifolds for each strategy (‘states of the interacting system that satisfy particular relative position and velocity criteria’) and proving convergence to these manifolds for sufficiently high gains \( \eta \) and \( \mu \). In optical-flow based evasion, the evader reacts to the changes in the argument of the baseline vector; these changes are intended to mimic optical flow generated by the pursuer on the retina of the evader [123]. Figure 6.2 shows a simulation of the three pursuit and three evasion strategies pitted against one another. Note that the baseline vectors remain roughly parallel in each case of motion camouflage pursuit (bottom row of panels in Figure 6.2). The evader
trajectory in optical-flow based evasion is a straight line when competing against a motion camouflage pursuit strategy.

![Simulated trajectories of each of the nine pairs of competing pursuit and evasive strategies. The rows correspond to pursuit control laws (P1), (P2) and (P3) respectively and the columns correspond to evasive control laws (E1), (E2) and (E3) respectively. For example, the plot in the middle corresponds to constant bearing pursuit versus random motion evasion. The starting positions are indicated with ‘P’ and ‘E’. In all plots the evader (E) starts at the origin with $\theta_E(0) = 0$. The pursuers (P) in columns 1 and 3 start at $r_P(0) = 5 + 3i$ with a heading $\theta_P(0) = \pi$. In the second column the pursuers start at random positions and with random headings. The straight lines in each plot are snapshots of the baseline vector at specific points in time.](image)

For all control laws $u_P$ and $u_E$ defined above, Lemma 6.1 ensures that capture is always possible in finite time.

**Lemma 6.1.** Consider dynamics (6.1) and control laws (P1)-(P3) and (E1)-(E3). For every capture radius $\epsilon > 0$ and every initial condition $r_P(0), r_E(0)$ such that $|r(0)| = |r_P(0) - r_E(0)| > \epsilon$, there exists a finite capture time $T$ such that $|r(T)| = \epsilon$.  
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Proof. Refer to [147, 50] for proof. Note that the evasive controls (E1)-(E3) satisfy the continuity and boundedness assumptions of Proposition 3.3 in [147].

The central question we ask in this chapter is which strategies win out in a co-evolutionary contest between the three proposed pursuit strategies and the three proposed evasive strategies? In [147] the authors studied the evolutionary dynamics of the three pursuit strategies (P1)-(P3) playing against an environment of nonreactive deterministic or random evasive strategies such as (E2). In the following section we consider an evolutionary scenario in which the pursuit strategies coevolve with reactive evasive strategies (E1) and (E3) as well.

6.2 Evolutionary Dynamics

To model the evolutionary dynamics of pursuer-evader interactions, fitnesses are determined by the cumulative effect of several one-on-one contests between pursuers and evaders such that a long time-to-capture for a particular contest corresponds to a high evader fitness and a low pursuer fitness. Consider a pursuer population represented by the population vector \( p = \begin{bmatrix} p_1 & p_2 & p_3 \end{bmatrix}^T \). Here \( p_i, i \in \{1, 2, 3\} \), corresponds to the fraction of individuals in the population playing strategy (P\(i\)). Hence the vector \( p \) is restricted to the simplex \( \Delta_2 \). Similarly, the evader population is represented by the population vector \( q = \begin{bmatrix} q_1 & q_2 & q_3 \end{bmatrix}^T \) which is also restricted to \( \Delta_2 \). The fitness vectors for the pursuer and evader populations are denoted by \( f_P \in \mathbb{R}_+^3 \) and \( f_E \in \mathbb{R}_+^3 \) respectively, where \( f_{Pi} \) is the fitness of pursuit strategy (Pi) and \( f_{Ej} \) is the fitness of evasive strategy (E\(j\)) . Define population mean fitness by \( \overline{f}_P = p^T f_P \) and \( \overline{f}_E = q^T f_E \).

We can now write down a discrete update equation for each population that depends on the relative fitnesses of the different strategies in that population. For transition from generation \( g \) to generation \( g+1 \), we have for \( i = 1, 2, 3 \) and \( j = 1, 2, 3 \):

\[
\begin{align*}
    p_i(g+1) &= p_i(g) \frac{f_{Pi}}{\overline{f}_P} \\
    q_j(g+1) &= q_j(g) \frac{f_{Ej}}{\overline{f}_E}.
\end{align*}
\]

(6.2)

One can verify that the equations (6.2) ensure that each population vector remains in the simplex \( \Delta_2 \). Intuitively, strategies with fitness greater than the population mean fitness are favored. Given an expression for the fitness vectors, we can study the outcomes of the dynamics (6.2). As in [147] we use time-to-capture as a measure.
of fitness. The fitness of the set of pursuer strategies \( f_P \) depends on the distribution of evaders in the population \( q \) and \( f_E \) depends on the distribution of pursuers in the population \( p \). This implies that the equations (6.2) are coupled. We simulate the evolutionary dynamics (6.2) using Monte-Carlo calculations that determine fitnesses. We then perform a theoretical analysis.

### 6.2.1 Monte-Carlo Simulations

We follow the setup in [147] for our Monte-Carlo experiments. The important step is the construction of the capture time matrix \( T \in \mathbb{R}^{3 \times 3} \) such that \( t_{ij} > 0 \) represents the time-to-capture for pursuit strategy (\( P_i \)) competing against evasive strategy (\( E_j \)). Lemma 6.1 gives us that all elements of \( T \) are positive and finite. To construct \( T \), we perform nine simulations, one for each element of \( T \), such that each simulation has a pursuer and an evader starting from the same initial conditions. In each simulation the evader starts at the origin with a heading of zero. The pursuer’s initial position is chosen from a uniform distribution on the square \([-10, 10] \times [-10, 10]\), and its initial heading from a uniform distribution on \( S^1 \). The other parameters are the same for each simulation: \( \eta = \mu = 10, \nu = .6, \epsilon = 0.05, \phi = 0.3, \alpha = 0.2, \) and \( \kappa = 2 \). The results presented here remain qualitatively consistent for reasonable variations of these parameters. A detailed study of the effect of each parameter on capture times is a direction of future work.

For each generation, we compute ten time matrices \( T^k = [t^k_{ij}], k \in \{1, \ldots, 10\} \), such that each matrix corresponds to a different choice of pursuer initial conditions and evader random trajectory for column 2 (note that \( T^k \) denotes the \( k^{th} \) time matrix, not to be confused with matrix multiplication). The average matrix \( \overline{T} = [\overline{t}_{ij}] \) is defined by \( \overline{t}_{ij} = \frac{1}{10} \sum_{k=1}^{10} t^k_{ij} \). Let \( \overline{T}(g) \) denote the average time matrix computed at generation \( g \). For matrices \( \overline{M}(g) = \overline{T}(g)^\# \) and \( \overline{N}(g) = \overline{T}(g)^T \), the fitness vectors are defined by

\[
\begin{align*}
  f_P(g) &= \overline{M}(g)q(g) \\
  f_E(g) &= \overline{N}(g)p(g).
\end{align*}
\]

(6.3)

The inverse and direct relationships between the time matrix and fitness for pursuers and evaders, respectively, ensure that high capture times have asymmetric fitness consequences for pursuers and evaders. Fitnesses (6.3) also encode the frequency dependence and coupling of the evolutionary dynamics (6.2) since the fitness of a
pursuer (evader) strategy depends on the population distribution of evader (pursuer) strategies. Another way of interpreting equations (6.3) is from the perspective of a focal pursuer (evader) employing a specific strategy in a given generation. The expected fitness of this individual depends on expected interactions with each evasive (pursuit) strategy, which in turn depends on the population distribution of evaders (pursuers).

Equations (6.2) and (6.3) give us the necessary tools to simulate the pursuit-evasion dynamics defined on the direct product of two simplexes. This is done for a set of 50 randomly chosen pairs of initial distributions $p(0)$ and $q(0)$. Each set of initial conditions is propagated using equations (6.2) and (6.3) for 100 generations with new fitness matrices $\overline{M}(g)$ and $\overline{N}(g)$ calculated at each generation. The results of the simulation are plotted in Figure 6.3. Note that the trajectories eventually converge to the point corresponding to pure classical pursuit and pure classical evasion, i.e. $p_{eq} = q_{eq} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T$. Further, the Monte-Carlo simulations point to a structure in the matrix $T$ (and correspondingly in $\overline{M} = T^\#$ and $\overline{N} = T^T$) which we state below in Conjecture 6.1 without proof.

**Figure 6.3:** Monte-Carlo simulation of equations (6.2) and (6.3). The simplex on the left corresponds to pursuit strategies and the simplex on the right to evasive strategies. The curves on each simplex evolve in pairs $(p, q) \in \Delta_2 \times \Delta_2$; there are 50 pairs in all corresponding to 50 different initial conditions $(p(0), q(0))$. Each pair of trajectories comprises 100 generations (iterations of equation (6.2)) and hence $100 \times 10 = 1000$ evaluations of matrix $T$. The trajectories all eventually converge to pure classical pursuit (left figure) and pure classical evasion (right figure), indicating that classical pursuit and classical evasion is the evolutionarily stable equilibrium of the dynamics.
Conjecture 6.1. The first column of matrix $T$ is dominant, i.e. $\bar{t}_{i1} > \bar{t}_{i2}$ and $\bar{t}_{i1} > \bar{t}_{i3}$ for all $i$. Further, in the first column $\bar{t}_{11} < \bar{t}_{21}$ and $\bar{t}_{11} < \bar{t}_{31}$.

The claim in Conjecture 6.1 is made as a consequence of Monte-Carlo computations of matrix $T$ and consistent observations of the proposed matrix structure. A rigorous proof of Conjecture 6.1 requires careful analytical computations of capture times for the different strategies, a topic for future work. The structure of Conjecture 6.1 provides a useful tool for analyzing the evolutionary dynamics on the direct product of two simplexes and for proving convergence properties. We investigate this in the following subsection.

6.2.2 Theoretical Analysis

For some small time step $\Delta t > 0$, we can rewrite the equations (6.2) as follows:

$$\frac{1}{\Delta t} (p_i(g + 1) - p_i(g)) = p_i(g) \frac{f_{Pi} - \bar{f}_P}{\Delta t} f_P$$

$$\frac{1}{\Delta t} (q_j(g + 1) - q_j(g)) = q_j(g) \frac{f_{Ej} - \bar{f}_E}{\Delta t} f_E.$$

In the limit $\Delta t \to 0$ and with a change of timescale, we arrive at the set of differential equations

$$\dot{p}_i = \frac{p_i}{f_P} \left( f_{Pi} - \bar{f}_P \right)$$

$$\dot{q}_j = \frac{q_j}{f_E} \left( f_{Ej} - \bar{f}_E \right).$$

(6.4)

Consider a constant matrix $T$ that obeys the structure of Conjecture 6.1. Further let $M = T^#$ and $N = T^T$. Defining fitness vectors $f_P = Mq$ and $f_E = Np$ analogous to equation (6.3), and substituting into (6.4) we get

$$\dot{p}_i = \frac{p_i}{p^T M q} \left( (Mq)_i - p^T M q \right)$$

$$\dot{q}_j = \frac{q_j}{q^T N p} \left( (Np)_j - q^T N p \right).$$

(6.5)

Equations (6.5) are a form of the replicator dynamics (see Chapter 2) for two interacting populations with fitnesses defined by linear functions of the population distributions. Critical to arriving at equations (6.5) is the assumption that $T$ is constant and thus $M$ and $N$ are constant, which is justified by a ‘law of large numbers’ argument.
Further, the assumption makes the analysis of equations (6.5) tractable, and hence allows us to formally investigate the convergence shown in the Monte-Carlo experiments.

The system of equations (6.5) is a four-dimensional system evolving on $\Delta_2 \times \Delta_2$. There are several possible solutions of the dynamics on these simplexes. For instance, all vertex pairs (pairs of pure strategies) are fixed points. Further, a strategy that is initially absent does not emerge, i.e., $p_i(0) = 0 \implies p_i(t) = 0$, $\forall t$, and the same holds for $q_j$ (replicator dynamics are said to be non-innovative as they lack mutation). In order to investigate the coupled replicator dynamical system (6.5), we first study the simpler single population replicator dynamics given by

$$\dot{q}_i = \frac{q_i}{q^T f} \left( f_i - q^T f \right), \text{ for } i = 1, 2, 3. \tag{6.6}$$

The fitness functions for the system of equations (6.6) are assumed to satisfy the following properties:

- **Property 1:** $f_i \equiv f_i(t)$, $i = 1, 2, 3$, are each distinct functions of time, i.e., $f_i \neq f_j$ pointwise. If this were not the case then populations $i$ and $j$ would be indistinguishable from the perspective of evolutionary dynamics.

- **Property 2:** The functions $f_i(t)$ are each globally Lipschitz, bounded and positive for all $t \geq 0$.

- **Property 3:** The functions $f_i(t)$ have a single dominant fitness; without loss of generality, $f_3(t) > f_2(t)$ and $f_3(t) > f_1(t)$ for all $t \geq 0$.

**Lemma 6.2.** Assume initial conditions are restricted to the domain $D = \{q \in \Delta^2|q_3 > 0\}$. The dynamics (6.6), satisfying Properties 1-3, have a unique asymptotically stable equilibrium point $q_{eq} = \left[ 0 \ 0 \ 1 \right]^T$ attracting all initial conditions in $D$.

**Proof.** The proof is in Appendix E.1. \qed

The case of Lemma 6.2 with each $f_i$ constant is considered in [147]. We now return to the coupled set of equations (6.5) and state the main theorem of this section. Here we employ the dominant structure of matrix $T$, assuming that Conjecture 6.1 holds, to prove convergence.

**Theorem 6.1.** Assume initial conditions are restricted to the domain $D_2 = \{(p, q) \in \Delta_2 \times \Delta_2|p_1 > 0, q_1 > 0\}$. Let matrix $T$ satisfy Conjecture 6.1 with $M = T^\#$
and \( N = T^T \). Then, the coupled replicator dynamics (6.5) have a unique asymptotically stable equilibrium point \( \mathbf{p}_{eq} = \mathbf{q}_{eq} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T \) attracting all initial conditions in \( D_2 \).

**Proof.** The invariance of the domain \( D_2 \) with respect to the dynamics (6.5) follows from the invariance of the domain \( D \) in the proof of Lemma 6.2. The column dominant structure of matrix \( T \) implies that the first element of the fitness vector \( \mathbf{f}_E = N \mathbf{p} = T^T \mathbf{p} \) is dominant. That is, regardless of the population distribution \( \mathbf{p} \) at any time instant, \( f_{E1} > f_{E2} \) and \( f_{E1} > f_{E3} \). Hence we can use Lemma 6.2 to conclude that regardless of the evolution of the population vector \( \mathbf{p} \), the population vector \( \mathbf{q} \) will asymptotically converge to \( \mathbf{q}_{eq} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T \).

Asymptotic stability implies that for every \( \epsilon > 0 \) there exists a time \( t_1 \geq 0 \) such that \( t > t_1 \implies \| \mathbf{q} - \mathbf{q}_{eq} \| < \epsilon \). From the calculations in Lemma E.1 in Appendix E, \( \| \mathbf{q} - \mathbf{q}_{eq} \| < \epsilon \implies f_{p1} > f_{p2} \) and \( f_{p1} > f_{p3} \) for

\[
\epsilon = \min \left\{ \frac{2(m_{11} - m_{21})}{(m_{11} - m_{21}) + \| M \|_1}, \frac{2(m_{11} - m_{31})}{(m_{11} - m_{31}) + \| M \|_1} \right\}.
\]

Hence we can apply Lemma 6.2 again to the dynamics of \( \mathbf{p} \) to conclude that after time \( t_1 \), the population vector \( \mathbf{p} \) will also asymptotically converge to \( \mathbf{p}_{eq} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T \).

In Figure 6.4 we simulate the dynamics in equations (6.5), for a particular calculation of matrix \( T \), showing smooth convergence to the unique stable equilibrium. This can be compared to the Monte-Carlo simulations of Figure 6.3. From a game-theoretic perspective, the stable equilibrium point corresponds to the single unique pure Nash equilibrium of the bi-matrix game, for payoff matrices \( M \) and \( N \).

In this section we have performed a computational and theoretical analysis of the evolutionary dynamics corresponding to the competition between a population of pursuers and a population of evaders, each having three strategies. We have shown convergence to a unique stable pure-strategy equilibrium corresponding to classical pursuit and classical evasion. This differs from the solution in \([147]\), where the authors study the three pursuit strategies as a ‘game against nature’, each competing independently against nonreactive evasive strategies. There the evolutionary dynamics converge to the motion camouflage pursuit strategy. The competition of pursuers with a reactive set of evaders introduces a rich set of possibilities for evolutionary outcomes. Indeed, by comparison to the results of \([147]\), we see that making available alternative evader strategies affects the evolved strategies for both pursuers and
Figure 6.4: Simulation of smooth dynamics (6.5). The capture time matrix $T$ is chosen to be the mean of 50 Monte-Carlo computations of capture time matrices $T^k$; $M = T^\#$ and $N = T^T$. The plot on the left shows the population vector $p$ and the one on the right shows $q$. 50 pairs of trajectories are plotted with initial conditions chosen from a uniform random distribution on the space of two simplexes $\Delta_2 \times \Delta_2$. Comparisons to the Monte-Carlo simulations in Figure 3 show strong similarities.

evaders. We note that one need not restrict to the three chosen pursuit or evasive strategies; other choices of strategies may be appropriate depending on the context.

We now shift focus to employing pursuit and evasive behaviors for collective motion. In the following section we examine classical pursuit and classical evasion as this pair constitutes the evolutionary equilibrium of our strategy space.

### 6.3 Collective Motion

The multi-agent dynamics described in this section are motivated in part by the intriguing dynamics of social foraging in groups of cannibalistic migratory locusts [5, 112]: individuals pursue other conspecifics in front of them and evade individuals approaching from behind. Inspired by these dynamics of cannibalistic locusts, and also by prior work on cyclic pursuit [67, 69, 68], we study the collective dynamics of steered particles with each exhibiting classical pursuit and evasive behaviors simultaneously.

Consider a system of $N$ agents indexed by $j = 1, \ldots, N$, each having position $r_j = x_j + iy_j$ and heading $\theta_j$. The agents are steered particles with constant speed $v > 0$ and steering control $u_j$. Similar to equations (6.1), the kinematics of the agents
are given by

\[ \dot{r}_j = ve^{i \theta_j}, \quad \dot{\theta}_j = u_j, \]  

(6.7)

For each agent we define baseline vectors \( b_{j+} = r_{j+1} - r_j \) and \( b_{j-} = r_{j-1} - r_j \). Note that \( j + 1 \) and \( j - 1 \) are defined mod \( N \); i.e., \( b_{N+} = r_1 - r_N \) and \( b_{1-} = r_N - r_1 \). The control law \( u_j \) is given by

\[ u_j = u_jP + u_jE = K \left\langle ie^{i \theta_j}, \frac{b_{j+}}{\|b_{j+}\|} \right\rangle - \beta K \left\langle ie^{i \theta_j}, \frac{b_{j-}}{\|b_{j-}\|} \right\rangle, \]  

(6.8)

for scalar gain \( K > 0 \) and scaling parameter \( \beta > 0 \). The first term in the control law (6.8) is a classical pursuit term, with agent \( j \) pursuing agent \( j + 1 \) by attempting to align its heading with the baseline between \( j \) and \( j + 1 \) (i.e., \( b_{j+} \)). The second term is an evasive term with agent \( j \) evading agent \( j - 1 \) by attempting to align its heading anti-parallel to the baseline between \( j \) and \( j - 1 \). The dynamics correspond to a cyclical interaction (sensing) topology between agents as illustrated in Figure 6.5.

![Figure 6.5: Sensing topology for cyclic pursuit and evasion. An arrow from agent \( j \) to agent \( k \) should be read as ‘\( j \) senses \( k \)’. Agents pursue the agent immediately ahead and evade the agent immediately behind.](image)

Simulations of the collective dynamics show several interesting outcomes:

- For \( \beta < 1 \), stable circular motions exist with agents traveling equally spaced around a circle of radius \( K(1-\beta)^{\frac{r}{\sin(\pi/N)}} \). This is illustrated for a formation of \( N = 8 \) agents in Figure 6.6(a).

- At \( \beta = 1 \) we observe a bifurcation. Specifically, the steady circular motions disappear and the agents diverge into an incoherent state for \( \beta > 1 \) as shown in Figure 6.6(b).

- For \( \beta < 1 \), the circular motions are not the only stable steady motions. We also observe convergence to regular figure eight weaving patterns as illustrated
in Figure 6.6(c); the initial conditions in Figure 6.6(c) are the only change from the simulation in Figure 6.6(a). Observation of such weaving patterns was also reported for pure cyclic pursuit [67].

![Figure 6.6](image)

**Figure 6.6:** (a) Convergence to a circle for a group of $N = 8$ agents with $\beta < 1$. Parameters are $K = 5$, $v = 1$ and $\beta = 0.5$. (b) Divergence into an incoherent state for $\beta \geq 1$, i.e., evasion is stronger than pursuit. Parameters are $K = 5$, $v = 1$ and $\beta = 1.2$. (c) Weaving figure eight solution for $N = 8$ agents and $\beta < 1$. Parameters are $K = 5$, $v = 1$ and $\beta = 0.5$.

These results suggest that for stable circular motions to emerge from cyclic pursuit and evasion, the pursuit action must be stronger than the evasive action. This is consistent with [112] in which stable vortices for pursuit agents are observed. The authors [112] note that ‘pursuit facilitates the formation of clusters’ (cohesion) whereas ‘escape (evasion) leads to a homogenization of density’ (dispersion).

In the case of a large number of agents following the pursuit-evasion dynamics (6.7), (6.8), the agents settle quickly into a cyclical chain-like formation. The chain starts off with an arbitrary shape (dependent on initial conditions) and continually deforms (changes shape) on a slow time scale as illustrated in Figure 6.7. Simulations run for extended time do not show convergence of the formation to a regular motion; instead they show the continued slow deformation of the chain. An analysis of the chain-like formations as shown in Figure 6.7, perhaps using continuum methods and knot theory, is another topic of future work.

### 6.4 Final Remarks

In this chapter we have considered an evolutionary game of three strategies of pursuit against three strategies of evasion, two of which are reactive. Monte-Carlo simulations
Figure 6.7: Chains for large $N$, here $N = 50$. The plots from left to right show snapshots at indicated times. The plot on the right is a composite showing trajectories of all agents over time. Parameters are $K = 5$, $v = 1$ and $\beta = 0.5$.

of the evolutionary dynamics, involving fitness computations for the interactions between the different pursuer and evader pairs, show convergence to a stable equilibrium of classical pursuit and classical evasion. Using the structure of the fitness matrices observed in these simulations, we analytically prove the convergence of replicator dynamics to the same classical pursuit and classical evasion equilibrium as in our Monte-Carlo simulations. This effort builds on prior work [147] where it was shown that replicator dynamics converge to motion camouflage pursuit when competing against nonreactive evasion strategies. Our result provides an interesting contrast to the earlier result [147] and further illustrates that the consequences of evolutionary dynamics depend significantly on the space of strategies considered.

Motivated by the outcome of the evolutionary game, and by the behavior of cannibalistic locusts, we have investigated a novel control scheme involving agents performing simultaneous pursuit and evasion on cyclical interaction topologies. In the case that the pursuit gain is larger than the evasion gain, simulations indicate local convergence to circular motion formations of specified radius, as well as local convergence to more complex weaving patterns. Exploring the use of different pursuit and evasive behaviors and their corresponding collective outcomes is a topic of future work.
Chapter 7

Decision-Making Dynamics in Honeybee Swarms

A honeybee colony* is a fascinating natural example of an emergent system where an aggregation of thousands of individuals functions together as a composite integrated unit. Other examples include the gigantic colonies of leafcutter ants [149], army ants [13], or fungus growing termites [1, 116]. The colony functions as a truly decentralized system where local interactions among the bees yield group-level structure and function, critical to survival. A typical bee colony is composed mostly of (predominantly) sterile female worker bees, all of whom are daughters of the one fertile queen bee that lives in their midst [116]. A small set of male drone bees in the colony performs the fundamental reproductive task of mating with young queen bees from other nearby colonies. The worker bees perform most of the colony survival tasks including foraging, rearing the queen for reproduction, hive construction, and scouting for new potential nest sites during swarming. The scout bees in the swarm are among the most experienced, and correspondingly oldest, forager workers [28]. The focus of this chapter is on the decision-making dynamics of nest site selection among these scout bees during the colony swarming process. The book by Seeley [116] is an excellent reference for an in-depth look at all of the other captivating elements of honeybee colonies, in addition to the swarm decision-making discussed here.

Honeybee colonies reproduce by casting swarms, each of which comprises a queen accompanied by several thousand worker bees. A small fraction of the worker bees are known as scout bees and perform the task of locating suitable nest sites for the

*While we use the term honeybee quite generally, the experimental evidence for the features of honeybees and swarms described in this chapter comes from *Apis mellifera*, the most commonly domesticated species [116].
swarm by engaging in a *democratic* [116] decision-making process of choosing among several competing options. This process involves the famous waggle dance [144] in which scouts advertise the location and quality of suitable nest sites by performing a distinctive dance on the surface of the swarm (the waggle dance is also used in foraging to signal flower locations). The collective nest site selection process among the scouts is known to have several of the typical elements of decentralized decision-making systems: *commitment* of individuals to options after sampling, *recruitment* of uncommitted individuals by those already subscribed to an option, and *decay* of preference affiliation over time (akin to the ‘leaking’ in leaky-accumulator models of neuronal decision-making [8]). Seeley et al. in a recent paper [118] have shown that scouts also send inhibitory *stop signals* to other scouts advertising alternative nest sites, thereby causing these scouts to cease dancing. This cross-inhibitory process has been shown to be critical to the ability of swarms to make decisions effectively, particularly when choosing between competing options of near-equal value.

In this chapter we study bifurcations in an analytical model of honeybee swarm decision-making from [118] and illustrate the critical role played by stop-signal inhibition in enabling swarms to manage the speed-accuracy tradeoff in the decision-making problem. The model from [118] is described in §7.1. §7.2 summarizes the analysis of the symmetric case of options with equal value from [118] and illustrates a pitchfork bifurcation in the dynamics. In §7.3 we present a general description of the bifurcations of the model for the asymmetric case of options with unequal value, and illustrate how the pitchfork bifurcation in the symmetric case is one slice through a more general cusp catastrophe bifurcation set corresponding to the dynamics. In §7.4 we show that the model has two timescales and derive an analytical expression for the slow manifold of the dynamics. We study a stochastic version of the model in §7.5 and summarize our findings in §7.6.

### 7.1 Model Description

We study a mean-field model of the swarm decision-making dynamics derived in [118]. We restrict to looking at the decision-making process of choosing between two options $A$ and $B$ for analytical tractability. Also, while scouts might advertise several options (on the order of 10 [116]) early on in the selection activity, only two or three options usually remain in the more advanced stages. The model has states $y_A$, $y_B$ and $y_U$ corresponding to the fraction of scouts subscribed to (i.e., dancing for) option $A$, the fraction subscribed to option $B$, and the fraction uncommitted ($U$) to either option,
respectively. The vector $y = [y_A \ y_B \ y_U]^T$ is a simplex vector satisfying $y_i \geq 0$ for all $i \in \{A, B, U\}$ and $y_A + y_B + y_U = 1$. The dynamics have four main processes:

- **Commitment**: Uncommitted scout bees commit to an option upon independently encountering one in the scouting process at rate $\gamma_i$ for option $i \in \{A, B\}$.

- **Recruitment**: Scout bees committed to a particular option recruit uncommitted scouts to subscribe to that option (using the waggle dance) at rate $\rho_i$ for option $i \in \{A, B\}$.

- **Decay**: The number of waggle dance circuits declines over time due to the fading interest of a committed scout at rate $\alpha_i$ for option $i \in \{A, B\}$. Decay has been shown to be essential to consensus forming in the decision-making dynamics [115].

- **Stop-signal**: By the cross-inhibitory mechanism, scouts subscribed to a particular option inhibit those subscribed to alternative options at rate $\sigma_i$ for option $i \in \{A, B\}$. The stop-signal is known to reduce waggle dancing and is typically delivered as a vibrational signal by the sender butting her head against the dancer [118].

\[
\begin{align*}
\dot{y}_A &= \gamma_{AYU} + \rho_{AYAYU} - \alpha_{AYA} - \sigma_{BYAYB} \\
\dot{y}_B &= \gamma_{BYYU} + \rho_{BAYBYU} - \alpha_{BYY} - \sigma_{AYB} 
\end{align*}
\]

**Figure 7.1**: Connections between the microscopic (top) and macroscopic (bottom) descriptions of the swarm decision-making dynamics. The set of four categories on the top show the four processes that are part of the decision-making dynamics (commitment, recruitment, decay, stop-signal), and the microscopic rate equations corresponding to each (for example $U \xrightarrow{\gamma_A} A$ denotes the transition from $U$ to $A$ at rate $\gamma_A$). The bottom pair of macroscopic mean-field equations (7.1) is color-coded to match each of the four processes.
The microscopic rate equations for the four processes described above are shown in Figure 7.1 (top). The corresponding mean-field equations are given by

\[
\frac{dy_A}{dt} = \gamma A y U + \rho A y A y U - \alpha A y A - \sigma B y A y B \\
\frac{dy_B}{dt} = \gamma B y U + \rho B y B y U - \alpha B y B - \sigma A y B y A.
\] (7.1)

These equations have been derived rigorously in [118] as a system-size expansion [139, 24] of the microscopic master equations [24]. Note that \( \dot{y}_U = \dot{y}_A - \dot{y}_B \).

The nest sites of swarms are typically tree cavities that provide good protection from predators and from harsh environmental conditions. Scout bees evaluate potential nest sites on a variety of metrics including cavity volume, cavity entrance size, height of the entrance from the ground, and the presence of earlier combs [143]. Further, various studies [31, 29, 116] have shown that scout bees have an innate scale of absolute nest site goodness or value that encapsulates these metrics. We use \( v_i > 0 \) to denote this absolute value of nest site \( i \in \{A, B\} \). Following the parameterization used previously in [118], we assume that all of the rates \( \gamma_i, \rho_i, \) and \( \alpha_i \) may depend on the value \( v_i \) of the potential nest site with which they are associated. We set the commitment and recruitment rates \( \gamma_i = v_i \) and \( \rho_i = v_i \), and the decay rates \( \alpha_i = \frac{1}{v_i} \). The parameterization in [118] also assumes that the stop-signal rate \( \sigma_i \) is independent of site choice and hence \( \sigma_A = \sigma_B = \sigma \). Substituting for these rates in (7.1) we obtain a pair of quadratic differential equations in three parameters \( v_A, v_B \), and \( \sigma \):

\[
\frac{dy_A}{dt} = -\frac{1}{v_A} y_A + v_A y U (1 + y_A) - \sigma y A y B \\
\frac{dy_B}{dt} = -\frac{1}{v_B} y_B + v_B y U (1 + y_B) - \sigma y A y B.
\] (7.2)

Our analysis of bifurcations and timescale separation in the sections to follow focuses on this pair of coupled equations.

### 7.2 Symmetric Case

The symmetric case of equal options \( v_A = v_B = v \) was studied in [118]; we summarize the results here. Substituting \( v_A = v_B = v \) in (7.2), the symmetric dynamics are
given by
\[
\begin{align*}
\frac{dy_A}{dt} &= -\frac{y_A}{v} + vy_U(1 + y_A) - \sigma y_A y_B, \\
\frac{dy_B}{dt} &= -\frac{y_B}{v} + vy_U(1 + y_B) - \sigma y_A y_B.
\end{align*}
\] (7.3)

The dynamics (7.3) have three sets of equilibria (the fourth equilibrium set is always outside the simplex \( \Delta_2 \)) denoted \((y_{Aeq}, y_{Beq})\) and given by
\[
\begin{align*}
p_1 &= \left( \frac{2v^2}{1 + v^2 + \sqrt{1 + 2v^2 + 9v^4 + 4v^3\sigma}}, \frac{2v^2}{1 + v^2 + \sqrt{1 + 2v^2 + 9v^4 + 4v^3\sigma}} \right), \\
p_2 &= \left( \frac{1}{2} - \frac{1}{2v^2} + \frac{1}{2v^2} \sqrt{(v^2 - 1)^2 - \frac{4v^3}{\sigma}}, \frac{1}{2} - \frac{1}{2v^2} - \frac{1}{2v^2} \sqrt{(v^2 - 1)^2 - \frac{4v^3}{\sigma}} \right), \\
p_3 &= \left( \frac{1}{2} - \frac{1}{2v^2} - \frac{1}{2v^2} \sqrt{(v^2 - 1)^2 - \frac{4v^3}{\sigma}}, \frac{1}{2} - \frac{1}{2v^2} + \frac{1}{2v^2} \sqrt{(v^2 - 1)^2 - \frac{4v^3}{\sigma}} \right). \tag{7.4}
\end{align*}
\]

These equilibria correspond to a pitchfork bifurcation in the dynamics with a bifurcation set (parameterized by \( v \)):
\[
\sigma^* = \frac{4v^3}{(v^2 - 1)^2}. \tag{7.5}
\]

For \( \sigma < \sigma^* \), the equilibria \( p_2 \) and \( p_3 \) from (7.4) are imaginary and \( p_1 \) is stable. A pitchfork bifurcation occurs at \( \sigma = \sigma^* \) resulting in two stable equilibria \( p_2 \) and \( p_3 \) and one unstable equilibrium \( p_1 \) for \( \sigma > \sigma^* \), as illustrated in Figure 7.2 (see also Case 1 in Figure 7.4).

The pitchfork bifurcation describes an important feature of the stop-signal based cross-inhibition on the decision dynamics. For values of stop-signal below the threshold \( \sigma^* \), the only stable equilibrium of the dynamics is the symmetric \((y_A = y_B)\) equilibrium resulting in a deadlock in the decision-making process with equal fractions of the population subscribed to each option. This situation is suboptimal from a speed-accuracy perspective since the time spent in deadlock between equal options does not yield any greater accuracy in decision-making. Ideally, we would like for the system to be able to spontaneously ‘flip a coin’ between the equal alternatives in order to make a fast decision. This is exactly what is enabled by the cross-inhibitory mechanism. Post bifurcation (\( \sigma > \sigma^* \)), the two stable equilibria correspond to a choice of one of the two alternatives, and the system dynamics are attracted to one or the other based on initial conditions, thereby breaking deadlock (see inset phase portraits in Figure 7.3).
Figure 7.2: Pitchfork bifurcation set for the stop-signalling dynamics with equal alternatives (7.3). The dark region below the curve $\sigma^* = \frac{4v^3}{(v^2 - 1)^2}$ has a single stable equilibrium; the light region above the curve has three equilibria, two of which are stable. The pitchfork bifurcation for adequately high stop-signal $\sigma$ breaks the deadlock in decision-making between equal alternatives. Insets show typical phase portraits in each region.

7.3 Asymmetric Case

Looking back at the bifurcations for the $N = 2$ case of the replicator-mutator dynamics shown in Figure 3.4, we see that as symmetry is broken, the (structurally unstable) pitchfork bifurcation disintegrates into a saddle-node bifurcation and a stable branch of equilibria. These bifurcation plots correspond to slices through the cusp catastrophe, plotted in Figure 2.6. In a qualitatively similar sense, the symmetric pitchfork bifurcation for the stop-signaling dynamics from §7.2 disintegrates into saddle nodes for $v_A \neq v_B$, with a corresponding cusp catastrophe bifurcation set. Before we plot this bifurcation set, the following change of variables helps simplify notation: let mean quality $\overline{v} = \frac{v_A + v_B}{2}$ and quality difference $\Delta v = v_A - v_B$. Then

$$v_A = \overline{v} + \frac{\Delta v}{2} \quad \text{and} \quad v_B = \overline{v} - \frac{\Delta v}{2}.$$  

(7.6)
Substituting (7.6) in (7.2) gives

\[
\begin{align*}
\frac{dy_A}{dt} &= \frac{-2y_A}{2\bar{v}} + \left(\bar{v} + \frac{\Delta v}{2}\right)y_U(1 + y_A) - \sigma y_A y_B \\
\frac{dy_B}{dt} &= \frac{-2y_B}{2\bar{v} - \Delta v} + \left(\bar{v} - \frac{\Delta v}{2}\right)y_U(1 + y_B) - \sigma y_A y_B.
\end{align*}
\]  

(7.7)

The bifurcation set for the dynamics (7.7) is plotted for a chosen value of \( \bar{v} \) in Figure 7.3:

**Figure 7.3:** Bifurcation diagram for the stop-signaling dynamics (7.7). The dashed red curves are the saddle-node bifurcation set for \( \Delta v \neq 0 \), the blue circle is the pitchfork bifurcation point for \( \Delta v = 0 \). The horizontal and vertical lines mark three bifurcation cases as indicated in the legend (see also Figure 7.4). Case 1 corresponds to a pitchfork bifurcation, Case 2 corresponds to a saddle-node bifurcation, and Case 3 corresponds to hysteresis (these can be seen clearly in Figure 7.4). The phase portraits marked (i)-(v) correspond to the squares marked on the \( \Delta v - \sigma \) space. The bifurcation set is qualitatively identical to that of the cusp catastrophe shown in Figure 2.6. This plot corresponds to \( \bar{v} = 5 \); plots for other values of \( \bar{v} \) are qualitatively similar as shown in Figure 7.5.
The corresponding sets for other values of $\overline{v}$ are qualitatively identical (see also Figure 7.5). The set divides the equilibria of the dynamics into three regions: bistability with two stable equilibria close to the $A$ and $B$ corners of the simplex and an unstable central equilibrium; $A$ dominates with a single equilibrium such that $y_{Aeq} > y_{Beq}$; $B$ dominates with a single equilibrium such that $y_{Beq} > y_{Aeq}$. Figure 7.3 also shows typical phase portraits of the dynamics at various points in the $\Delta v - \sigma$ parameter space, illustrating the pitchfork and saddle-node bifurcations.

![Figure 7.4](image-url)  
**Figure 7.4:** Bifurcations of the three cases from Figure 7.3. The vertical axis on each plot is given by $\frac{1}{2} + \frac{y_{Aeq} - y_{Beq}}{2}$, and corresponds to equilibria of the dynamics projected orthogonally onto the $y_U = 0$ boundary of the simplex. Blue curves correspond to stable sinks and red curves to unstable saddles.

Figure 7.4 shows bifurcation plots of the dynamics corresponding to the three cases (slices of the cusp catastrophe bifurcation set) from Figure 7.3. The two-dimensional equilibria of the dynamics denoted $(y_{Aeq}, y_{Beq})$ are plotted in one dimension (vertical axis ‘Projected Equilibria’) in Figure 7.4 by projecting each equilibrium orthogonally onto the $y_U = 0$ boundary of the simplex. This projection is given by $\frac{1}{2} + \frac{y_{Aeq} - y_{Beq}}{2}$. Figure 7.4 clearly shows the pitchfork bifurcation (Case 1), saddle-node bifurcation (Case 2), and hysteresis (Case 3) of the cusp catastrophe.

The full bifurcation set of the dynamics (7.2) in three parameters $v_A, v_B$ and $\sigma$ is plotted in Figure 7.5. The bifurcation set in Figure 7.3 is a slice through this three-parameter set corresponding to $\overline{v} = \frac{v_A + v_B}{2} = \text{constant}$ (i.e., orthogonal to $\Delta v = 0$). The bottom two plots in Figure 7.5 are level curves of the three parameter bifurcation set corresponding to the $\sigma - \Delta v$ (bottom left) and $\overline{v} - \Delta v$ (bottom right) planes. The vertical axis in the level curve plots titled $|\Delta v|$ corresponds to the minimum

---

1Analytical expressions for the equilibria of the dynamics in the asymmetric case are cumbersome to write down, but solvable using symbolic manipulation software. The bifurcation set is computed using analytical calculations of the equilibria of the dynamics and an iterative algorithm to determine the boundary of the set. This algorithm is described in Appendix G.
absolute difference in alternatives necessary for a unique equilibrium ($A$ dominates or $B$ dominates). Hence the region of parameter space below each level curve has bistability, and the region above has a unique stable equilibrium close to the correct alternative (the one with higher value).

\[
\sigma^* = \frac{4v^3}{(v^2 - 1)^2} v_B v_A v_A v_B
\]

**Figure 7.5:** Bifurcation set for the dynamics (7.2) in three parameters $v_A$, $v_B$ and $\sigma$. The top panels show two views of the three-dimensional bifurcation set. A vertical cut through this set orthogonal to the line $v_A = v_B \iff \Delta v = 0$ gives the two-dimensional set shown in Figure 7.3. Hot colors correspond to higher values of $\sigma$. The bottom left plot shows level curves corresponding to a series of vertical slices of the three-dimensional set orthogonal to $\Delta v = 0$. The bottom right plot shows level curves corresponding to a series of horizontal slices of the three-dimensional set parallel to the $v_A - v_B$ plane.

There are four key decision-making features that are apparent in the bifurcation plots in Figures 7.3-7.5. **First,** while bistability is favorable for ‘fast’ decision-making when alternatives have near-equal value (plot (iii) in Figure 7.3), it is not favorable when alternatives are adequately different ($|\Delta v|$ adequately large) since the ‘distracting’ attractor close to the incorrect low value alternative can lead to errors in decision-making (large $\sigma$ Case 2 in Figure 7.4).
Second, for a given mean value $\bar{v}$, the minimum $|\Delta v|$ necessary to precipitate a bifurcation in the dynamics resulting in a single attractor increases, with increasing stop-signal $\sigma$ (Figure 7.5 bottom left); i.e. high-values of stop-signal make the collective decision dynamics less sensitive to differences between options. Another way of interpreting this is that for a high value of stop-signal, a high magnitude of difference in options is necessary (low sensitivity) to prevent the swarm from picking the incorrect low-value alternative by falling into the distracting attractor.

Third, for a given value of stop-signal $\sigma$, the minimum $|\Delta v|$ for a single attractor grows asymptotically linearly with increasing $\bar{v}$ (Figure 7.5 bottom right). This is similar to Weber’s law of just-noticeable differences [17] from psychology which states that ‘minimum difference in stimulus intensity required to discriminate between sources varies linearly with average intensity’ [95].

Fourth, the level of stop-signal $\sigma$ introduces a tradeoff in the collective dynamics between speed and sensitivity. High values of stop-signal enable fast dynamics when alternatives are of nearly equal value, but make the collective insensitive to differences between alternatives. Lower values of stop-signal promote sensitivity, at the cost of potentially expensive deadlock when alternatives are nearly equal. This tradeoff can potentially lead to intermediate evolved levels of stop-signal cross-inhibition in the decision-making dynamics.

7.4 Separation of Timescales

The phase portraits in Figure 7.3 show a clear separation of timescales in the dynamics 7.7. In phase portrait (iii) for example, trajectories converge quickly onto the slow manifold corresponding to the heteroclinic connections between the central saddle and the boundary stable equilibria. The dynamics then evolve slowly on (near) this slow manifold. In Appendix F, we use singular perturbation theory [54] to compute a rigorous analytical approximation to the slow manifold of the dynamics; these results are summarized below.

Singular perturbation theory requires the identification of a small parameter in the model and a coordinate transformation that converts the dynamics into the singular perturbation ‘standard form’. In Appendix F, we use $\epsilon := 1/\bar{v}$ as the small parameter (thereby assuming large $\bar{v}$) and convert the dynamics to the standard form using the
coordinate transformation \((y_A, y_B) \mapsto (x, z)\) given by

\[
    z = (1 + y_A)(1 + y_B) \\
    x = \frac{1 + y_A}{1 + y_B}.
\]

We then go on to show that the slow manifold is given analytically by the implicit expression

\[
    \frac{\sigma}{2 \pi} y_A y_B = \frac{y_U (1 + y_A)(1 + y_B)}{3 - y_U}
\]

in the \((y_A, y_B)\) coordinates, and by the explicit expression

\[
    z = \left( \frac{d \ddot{x}^2 + 6 + \sqrt{D}}{2(2 + d) \dot{x}} \right)^2 =: h(x),
\]

where \(d = \frac{\sigma}{y}, \; \dot{x} = \sqrt{x + \frac{1}{\sqrt{x}}} \) and \(D = (d \ddot{x}^2 + 6)^2 - 4d \ddot{x}^2(2 + d),\)

in the \((x, z)\) coordinates.

In Figure 7.6, we plot a comparison of the analytically derived slow manifold \((7.8)\) (or equivalently \((7.9)\)) and trajectories of the dynamics \((7.7)\) for various combinations of parameters \(\sigma\) and \(\Delta v\), for large \(\bar{v}\) (taken to be \(\bar{v} = 10\) for this plot). The match between the approximation and the trajectories is excellent, except for the case when both \(\Delta v\) and \(\sigma\) are large. This case violates the limiting conditions of the singular perturbation calculation, as discussed in Appendix F.

In Appendix F we also compute the slow-timescale dynamics on the slow manifold and show that the equilibria of these dynamics match those of the two-dimensional system \((7.7)\) in certain limits (symmetric \(v_A = v_B, \sigma \to 0\) and \(\sigma = v\)). A more general analysis of the slow dynamics and their equilibria is a topic of future work.

One of the main reasons to pursue the timescale separation results discussed in this section is to attempt to reduce the two-dimensional system \((7.7)\) to a one-dimensional description. This reduction is particularly relevant when comparing the swarm dynamics described here with classical models of binary decision-making which are often in the form of one-dimensional stochastic differential equations (see the description of the drift diffusion model in §2.4 for example). We leverage the slow manifold calculation made here to explore this connection in more detail in a paper in preparation [95].
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Figure 7.6: Comparison between the analytically computed slow manifold \( h(x) \) plotted in magenta and simulations of the stop-signaling dynamics (7.7). The match between the analytical slow manifold and the simulations is excellent, except for the case \( \Delta v = \mathcal{O}(\tau) \), \( \sigma = \mathcal{O}(\tau) \). For this set of plots, \( \tau = 10 \), \( \mathcal{O}(\tau) \equiv 10 \) and \( \mathcal{O}(1) \equiv 1 \).

### 7.5 Stochastic Dynamics

Our analysis thus far has focused on bifurcations and timescale separation of the deterministic mean-field decision-making model (7.1). It is important to recognize, however, that the evaluations made by individual scout bees of nest site values \( v_i \) are inherently noisy. Experiments have shown that there is much overlap in distributions of dance strength (and correspondingly judgements of value) between scouts advertising a medium-quality and a high-quality nest site during the decision-making process [117]. Despite this noisy individual reporting of quality, there are clear differences in mean qualities reported, resulting in a sharp distinction at the swarm level.

In this section, we move beyond the deterministic model (7.1), and build a stochastic model to capture this inherent variability. The dynamics of this model can then be compared to other standard stochastic models of decision-making, such as the drift diffusion model (Figure 2.10(c)) which has been shown to optimally address the speed-accuracy tradeoff in two-alternative forced choice tasks [8]. We assume that the rates \( \gamma_i, \rho_i \) and \( \alpha_i \) in (7.1) that depend on the stochastic measurement \( v_i \) are each subject to variability. Similar to the setup in [71], we add independent white noise terms of variance \( k^2 \) to each of these rates (for example \( \alpha_i \mapsto \alpha_i + k\eta_{\alpha_i} \) where \( \eta_{\alpha_i} \)
is a Gaussian random variable with mean 0 and variance 1) to obtain the stochastic decision-making dynamics

\[
\begin{align*}
    dy_A &= (\gamma_A y_U + \rho_A y_A y_U - \alpha_A y_A - \sigma_B y_A y_B) dt + k \sqrt{y_U^2 + y_A^2 + y_U y_A} dW \\
    dy_B &= (\gamma_B y_U + \rho_B y_B y_U - \alpha_B y_B - \sigma_A y_B y_A) dt + k \sqrt{y_U^2 + y_B^2 + y_U y_B} dW.
\end{align*}
\] (7.10)

The parameter \( k \) in (7.10) sets the level of stochasticity or noisiness in the decision-making process; higher values of \( k \) correspond to noisier evaluations.

In Figure 7.7 we simulate the stochastic dynamics (7.10) using the parameterization used previously, \( \gamma_i = v_i, \rho_i = v_i, \) and \( \alpha_i = \frac{1}{v_i} \), for a finite time interval \( t \in [0, 30] \). Parameters \( \overline{\sigma}, \Delta v \) and \( \sigma \) are chosen to correspond to the three cases shown in Figures 7.3 and 7.4. Each simplex in Figure 7.7 has 50 trajectories initialized at the origin. The dark dashed lines plotted are quorum decision thresholds \( (y_i = 0.7, i = A, B) \); a decision for a particular alternative \( A \) or \( B \) is assumed to be made when a trajectory first crosses the corresponding threshold. The simulations illustrate some key features of the stochastic decision-making dynamics:

- **Deadlock and speed (Case 1):** This case corresponds to equal alternatives \( \Delta v = 0 \). At low values of stop-signal \( \sigma \), the population is in a state of deadlock with a majority of trajectories (75%) unable to reach a decision boundary (top row left). At intermediate levels of stop-signal, the bifurcation yields a much more successful decision-making outcome with most (82%) of the trajectories successfully breaking deadlock (top row middle). Speed increases (i.e. decision time shortens) at higher levels of stop-signal with all trajectories breaking deadlock (top row right).

- **Intermediate stop-signal for accuracy (Case 2):** This case corresponds to unequal alternatives \( \Delta v = 0.25 \). At low values of stop-signal, the population is in a state of near-deadlock with a single attractor slightly closer to corner \( A \) than \( B \); 60% of the trajectories do not reach a threshold (center row left). At intermediate levels of stop-signal, the bifurcation yields excellent decision-making performance with a vast majority (98%) of the trajectories reaching the correct threshold (center row middle). At higher levels of stop-signal, the increased speed of decision-making comes at the expense of poor accuracy; only 70% of trajectories reach the correct threshold (center row right). This performance degrades with increasing \( \sigma \), illustrating a classical speed-accuracy trade-
Figure 7.7: Simulations of the stochastic dynamics (7.10) with parameterization $\gamma_i = v_1$, $\rho_i = v_1$, $\alpha_i = \frac{1}{v_i}$, $k = 0.1$, and for time $t \in [0, 30]$. Each simplex shows 50 trajectories initialized at the origin $y_A = y_B = 0$ (correspondingly $y_U = 1$). Circles are equilibria (filled stable, hollow unstable) of the deterministic dynamics (7.7), and the dashed lines are quorum thresholds $y_A = 0.7$ and $y_B = 0.7$. The inset bar plots show the fraction of trajectories reaching each threshold; ‘none’ indicates trajectories reaching neither threshold in the given time (plotted in cyan). For $\Delta v = 0$, trajectories reaching either threshold are plotted in blue. For $\Delta v \neq 0$ trajectories reaching the correct threshold (one with higher $v_i$) are plotted in green, those reaching the incorrect threshold are in red. Parameter values appear below each plot.

off. However, unlike the speed-accuracy tradeoff for the linear DDM model [8] (also §2.4), here the tradeoff comes from nonlinear dynamics.

- Hysteresis (Case 3): The decision swings from $B$, to bistability, to $A$, as $\Delta v$ varies from $-2$ to $2$. Such continuous variations in quality difference $\Delta v$ are unrealistic in a swarm decision dynamics, but may be more reasonable in other
decision systems (some examples are discussed in [95]). Experiments and analysis of neuronal decision-making models, for example, have shown that strong stimuli (similar to large $\Delta v$ in this case) result in both faster and more accurate choices than weaker stimuli [38, 109, 99].

A detailed analysis of the speed-accuracy tradeoff described in Case 2 above is a topic on ongoing work. We are also in the process of investigating the role of parameter variations during the decision-making process for systems with two or more alternatives. Two such examples are shown in Figure 7.8:

- Breaking symmetric deadlock (Figure 7.8 left): The decision-making process is between two equal alternatives with value $v_A = v_B = 3$. The stop-signal $\sigma$ ramps up linearly from an initial value of $\sigma = 0$ to a final value of $\sigma = 3$. The increasing stop-signal enables the deadlock to be broken when $\sigma > \sigma^* \approx 1.7$ with one option randomly winning out. This simulation is motivated in part by the fact that elapsed time might influence the computations that underlie decision processes since prolonged deliberation can be expensive [38]. In models of neuronal decision making [38, 11, 12], time-dependent ‘urgency’ signals (potentially analogous to the time-dependent stop-signal simulated here) have been suggested as a way to impose a soft deadline on deliberation.

- Deadlock enables better final outcome (Figure 7.8 right): For a system tuned to intermediate levels of stop-signal ($\sigma = 1$ here), options of low quality result in deadlock. This enables the system to wait for other potentially better options to arrive into the mix and precipitate a decision. In this simulation, a third high-quality option ($v_C = 4$) enters at $t = 30$ and dominates.

### 7.6 Discussion

The decision-making process in honeybee swarms is rooted in the requirement that the swarm comes to a unanimous consensus decision about a suitable future home. The unanimity of the decision is critical because each swarm has only one queen, and because fragmentation of the swarm in the migration process to the new nest can be extremely costly, and potentially fatal. Experiments have shown that swarms are not only able to come to this consensus decision, but nearly always pick the best possible option of those available. This is remarkable given that the swarm decision-making process is completely decentralized and inherently stochastic.
As discussed in [116], there are two hypotheses for building consensus in a system. The first is known as the compare and convert hypothesis and corresponds to agents comparing their current state to neighbors and switching states to match those of neighbors with better outcomes. This is reminiscent of the imitation mechanism of the replicator-mutator dynamics in Chapters 3 and 4. The second is known as the retire and rest hypothesis in which agents have a decaying (leaking) interest in an option, thereby making each participant highly flexible in the decision-making process.

Experiments have shown that scouts in a honeybee swarm do not directly compare the options available, but instead rely on their decentralized interactions (recruitment, commitment, etc.) to produce a consensus outcome. It has also been shown that scouts decrease the number of dance circuits performed over time resulting in a decayed interest in the corresponding option. In addition to this decay, in this chapter we have shown the critical role played by the stop-signal cross-inhibitory mechanism in enabling effective swarm decision-making. Stop-signaling enables breaking deadlocks between equal alternatives and tunes the sensitivity of the dynamics to differences between alternatives. We prove a separation of timescales in the decision-
making model, thereby enabling a reduction of the dynamics to a one-dimensional system. Leveraging this reduction to make detailed comparisons between the stochastic swarm dynamics derived here, and other classical models of neuronal collective decision-making, is an important avenue of future work.
Chapter 8

Final Remarks

This thesis studies emergent collective behavior in selected biological systems from the perspective of evolution by natural selection. Our main aim has been to understand the mechanisms that endow biological collectives with extraordinary robustness and adaptability, and to leverage this understanding to inspire effective decision-making and collective motion protocols in artificial decentralized systems. We study four related topics: replicator-mutator dynamics, collective migration, pursuit and evasion, and swarm decision-making. The main conclusions from each of these topics are presented in §8.1. §8.2 comprises some of the common themes between the topics that have emerged through the analysis. We look ahead to future directions of investigation in §8.3.

8.1 Conclusions

Replicator-mutator dynamics: Much of the existing analysis of the replicator-mutator dynamics has focused on stable equilibria. The analysis in the literature has also primarily considered payoff and mutation matrices that are symmetric, which correspond to undirected payoff graph topologies. Here we prove conditions such that stable limit cycles in the replicator-mutator dynamics arise as a consequence of Hopf bifurcations for \( N \geq 3 \) strategies and circulant payoff matrices. From a graph theoretic perspective, we show how breaking symmetry by considering directed graphs allows for oscillatory limiting behavior. We emphasize that the limit cycles are not restricted to circulant payoffs, but can exist for more general noncirculant cases as well. The simulations in Chapter 4 illustrate the structural stability in the dynamics to perturbations of circulant payoff, and show the tight connections between embed-
ded directed cycles in the payoff graph and the existence of stable limit cycles of the dynamics.

*Collective migration:* The study of leadership has received significant attention in both biology and multi-agent robotics. Agent-based simulations and experiments with fish schools have shown that a small group of leaders is capable of guiding the motion of a large group of followers. The ability of followers to leverage the investments made by leaders and essentially operate as free-riders in the system is an evolutionary paradox. In this work we focus on the role that the social graph connectivity plays in the evolutionary dynamics of a networked model of collective migration. We use tools from adaptive dynamics to study the all-to-all limit of the evolutionary model and derive bounds for branching of the population into leader and follower groups. For limited connectivity, we prove necessary and sufficient conditions for convergence of the noise-free migration model, and show that fitness of individuals in the stochastic model can be derived analytically using the Lyapunov equation. For random networks and lattices, we show a minimum connectivity bound that yields evolutionary population branching into leaders and followers. We also study a simple model of greedy adaptive nodes on small networks, inspired by collective robotic systems. We show that the network topology plays a critical role in determining the location of leaders in the adaptive system; we study bifurcations in node leadership as a function of investment costs.

*Pursuit and evasion:* Building on previous work that focuses on the evolutionary dynamics of three pursuit strategies playing against an environment of nonreactive evaders, we study an evolutionary game of three strategies of pursuit against three strategies of evasion, two of which are reactive. Monte-Carlo simulations of the evolutionary dynamics show convergence to a stable equilibrium of classical pursuit and classical evasion. Using the structure of the fitness matrices observed in these simulations, we analytically prove the convergence of replicator dynamics to the same classical pursuit and classical evasion equilibrium as in our Monte-Carlo simulations. We then go on to incorporate the winning pursuit and evasive strategies in a novel collective motion scheme and show conditions for the convergence of the dynamics to circular formations and more complex weaving patterns.

*Swarm decision-making:* We study bifurcations in a mean-field model of honeybee swarm decision-making and illustrate the critical role played by stop-signal cross-inhibition in enabling swarms to break deadlocks between equal alternatives and manage sensitivity to differences between unequal options. We carefully illustrate the cusp catastrophe bifurcation set of the dynamics and prove a timescale separation that
reduces the model to a one-dimensional system. We derive a stochastic version of the model and study its dynamics using simulations. These simulations illustrate the role of stop-signalling in managing the speed-accuracy tradeoff in the swarm decision dynamics.

8.2 Common Themes

In the introduction to the thesis, we made an effort to connect the various topics studied by looking at the systems from a robustness vs. adaptability perspective, as summarized in Figure 1.1. In this section, we identify some of the common themes that have emerged in our investigations of each topic. These themes are bifurcations, timescale separation, consensus and hysteresis.

Bifurcations: Bifurcations feature prominently in this thesis and include Hopf bifurcations studied in Chapters 3 and 4, cusp catastrophes studied in Chapter 7, bifurcations of collective dynamics in Chapter 6, and more complicated bifurcations of numerous equilibria as a function of graph topology in Chapter 5. These bifurcations correspond to macroscopic models of collective dynamics and represent significant changes in macroscopic emergent behavior as a consequence of relatively small changes in microscopic parameters governing inter-agent interactions. The nonlinear relationship between the microscopic and macroscopic descriptions that yields such bifurcations is an important hallmark of emergent systems.

Timescale Separation: Evolutionary models such as those studied in Chapters 3-6 inherently have two timescales. The fast timescale in these models corresponds to fitness computations as a function of ecological interactions. The slow timescale corresponds to the evolutionary process that modifies traits in the population as a result of fitness dependent replication and mutation. For example, for the migration problem in Chapter 5, the fast timescale corresponds to the stochastic migration dynamics and the slow timescale to the evolutionary change of agent strategies or investments. A very different kind of timescale separation is shown in Chapter 7. Here the fast timescale corresponds to individuals being attracted to an invariant decision manifold which corresponds roughly to the recruitment of uncommitted individuals to the decision making process. The slow timescale represents the dynamics along this manifold towards a collective decision.

Consensus: Consensus is critical to the functioning of most multi-agent cooperative systems and has inspired a vast literature in engineering, physics, mathematics and other fields. In fact, most systems (even those with complicated inter-agent
dynamics) that have emergent coordinated behavior can be approximated to first order by some form of simple linear consensus dynamics. In this thesis, consensus appears in the zero-mutation limit of the replicator-mutator model in Chapters 3 and 4, the stable OU process of the migration dynamics in Chapter 5, and the successful decisions of the swarm dynamics in Chapter 7.

Hysteresis: Hysteresis is a remarkable feature that has appeared several times in this thesis. In a basic sense, hysteresis corresponds to a delay associated with the restoration of a macroscopic state of a system with respect to variations in a bifurcation parameter. Specific parameters of the replicator-mutator Hopf bifurcations yield hysteresic curves (Figure 3.10(b) in Chapter 3 for example). Hysteresis was also observed for the adaptive evolutionary dynamics of migration in Chapter 5 and as part of the cusp catastrophe for the swarm dynamics in Chapter 7. In the context of animal behavior, hysteresis has been associated with collective memory. This refers to the phenomenon in which previous history of group structure influences collective behavior as individual interactions change, even though individuals have no knowledge of what that history is [15]. Figure 8.1 is a composite plot of the various hysteretic curves shown throughout the thesis.

![Figure 8.1: Three examples of hysteresis in the thesis. (left) from Figure 3.10(b) in Chapter 3, (center) from Figure 5.3 in Chapter 5, (right) from Figure 7.4 in Chapter 7. The shaded rectangles in each plot mark regions of bi(multi)-stability.](image)

8.3 Looking Ahead

In a broad sense, the focus of robotic design and engineering over the past few decades has been on creating robust platforms that are configured to solve specific problems reliably, often with provable guarantees on performance. The rapid expansion of communication, distributed sensing, networking, learning algorithms, and advanced
software, however, have enabled a new generation of intelligent and interconnected multi-agent systems. These systems are often comprised of individual platforms or agents that are simple and robust, but can have collective emergent group behavior that is highly complex.

Two areas that are currently undergoing this transition from the focus on the individual agent, to the focus on both the individual as well as the collective, are autonomous driving for cars on the highway, and collective swarm robotics. In autonomous driving [138, 52], one of the main challenges involves the design of control protocols that leverage inter-agent interactions (sensing and communication between vehicles) to produce optimal group-level outcomes (efficient traffic flow and safe highway maneuvers). The alignment of individual interests ("I want to get there fast") and group outcomes (overall traffic flow) poses an important challenge in such systems, and relates back to the evolutionary paradox of cooperation in natural swarms.

The developing area of swarm robotics focuses on using hundreds of relatively cheap and expendable robotic platforms that have limited sensing and communication capabilities, to perform collective tasks with a high degree of parallelism [79, 114]. These systems are designed to have significant flexibility and adaptability for applications such as foraging for information in dynamic and hazardous environments, distributed sensing, and distributed task allocation (the Robobees project at Harvard is a nice example [150, 79]). A key challenge in this area is the design of inter-agent control laws that yield provable collective solutions while still maintaining the adaptability and scalability of the system.

The impressive robust and adaptive behavior of biological collectives serves as an important source of inspiration in the design of bio-inspired algorithms for artificial multi-agent systems, including the two examples above. This is because natural collectives possess several attributes that are highly desirable for these artificial systems. The honeybee swarms studied in Chapter 7 are an excellent example: the decision-making in these swarms is completely decentralized, extensively accurate, highly adaptive, and robust to noise and disturbances. The analysis in Chapter 7 shows that cross-inhibition is a critical component of effective decision-making dynamics in honeybee swarms. We propose that cross-inhibition is a potentially important ingredient (along with recruitment, commitment and decay) for effective decision-making in robotic swarms as well. Hence, the study of cross-inhibition in the context of robotic swarms is a topic for future investigation.

Another important feature of natural collectives is the ability to rapidly transition between different regimes of behavior (collective foraging to prey evasion, for
example) without any centralized control. In macroscopic models, this feature manifests itself as bifurcations in the dynamics of the system as a function of usually one or two parameters. For the replicator-mutator model studied in Chapters 3 and 4, for example, bifurcations as a function of mutation strength $\mu$ produce limit cycles. These bifurcations can be interpreted in the context of artificial multi-agent system as a transition from exploitation of a single option, to the cyclical examination of options, to the exploration of all options, as discussed in the Chapters 1 and 3, and illustrated in Figure 8.2. This ability to shape the macroscopic behavior of a collective system (comprising large numbers of agents) by tuning a single parameter is useful for applications. A detailed examination of the bifurcations studied in this thesis, applied to artificial collective systems, is an important future direction.

![Figure 8.2: Exploration vs. exploitation. As bifurcation parameter $\mu$ increases from $\mu = 0$, the dynamics transition from exploitation (only one dominant option $\mu < \mu_{C1}$), to cyclical domination of options $\mu \in (\mu_{C1}, \mu_{C2})$, to exploration (all options have equal fractions of agents $\mu > \mu_{C2}$). Adapted from Figure 3.5.](image-url)

At the end of Chapter 5 we studied a simple model of greedy adaptation of nodes on a network and showed the emergence of leadership through bifurcations in the adaptive dynamics as a function of cost. We also showed the critical role played by interconnection topology in determining the locations of leaders in the network. We did not address, however, the connection between the equilibria of the adaptive process, and optimal group solutions. This is an area worth investigating to help elu-
cariate the connections between a local bottom-up process such as greedy adaptation and a global top-down optimal design approach. The fundamental tradeoff here is that local approaches, while being highly adaptive, reconfigurable to compensate for loss of agents, and computationally inexpensive, can come at the cost of suboptimal group performance. Understanding this tradeoff carefully, especially as a function of graph topology, is another potential future direction.

The rich variety of collective dynamics in swarms, flocks, schools and herds has inspired a generation of scientists and engineers. Recent advances in experimental and computational technology have enabled a careful examination of the mechanisms that produce the observed rich emergent behavior, including through the lens of evolution. The ongoing quest to better understand the interaction patterns in biological collectives, coupled with innovative bio-inspired ideas for artificial multi-agent systems, will continue to be an exciting area of research going forward.
Appendix A

Calculation of Lyapunov coefficient

As stated in Theorem 2.2, the sign of the first Lyapunov coefficient \( \ell_1(x_0, \mu_0) \) evaluated at the fixed point \( x_0 \) and bifurcation point \( \mu_0 \) determines the criticality of the Hopf bifurcation. What follows are the expressions for calculating \( \ell_1(x_0, \mu_0) \) as presented in [59].

Consider the \( N \)-dimensional dynamical system \( \dot{x} = f(x, \mu) \) where \( x \in \mathbb{R}^N \) and \( \mu \in \mathbb{R} \). Let \( A_0 = D_x f|_{(x_0, \mu_0)} \), where \( x_0 \in \mathbb{R}^N, \mu_0 \in \mathbb{R} \). \( A_0 \) has two purely imaginary complex conjugate eigenvalues, given by \( \pm i \omega_0 \), where \( \omega_0 > 0 \). Define \( T_1, T_2 \) and \( T_3 \) as

\[
T_1 = \langle p, \mathcal{C}(q, q, \bar{q}) \rangle \\
T_2 = \langle p, \mathcal{B}(q, (2i \omega_0 - A_0)^{-1} \mathcal{B}(q, q)) \rangle \\
T_3 = -2 \langle p, \mathcal{B}(q, A_0^{-1} \mathcal{B}(q, q)) \rangle.
\]

Here \( \langle r, s \rangle = \bar{r} \cdot s \) is the complex inner product between two complex vectors, and \( q \) and \( p \) are respectively the normalized eigenvector and adjoint-eigenvector of \( A_0 \) satisfying \( A_0 q = i \omega_0 q, A_0^T p = -i \omega_0 p \), and normalization \( \langle p, q \rangle = 1 \). \( \mathcal{B} \) and \( \mathcal{C} \) are high dimensional tensors given by

\[
\mathcal{B}(r, s) = \begin{bmatrix}
\mathcal{B}_1(r, s) \\
\mathcal{B}_2(r, s) \\
\vdots \\
\mathcal{B}_N(r, s)
\end{bmatrix}, \quad \mathcal{B}_i(r, s) = \sum_{k,l} \frac{\partial^2 f_i}{\partial x_k \partial x_l} \bigg|_{x=x_0} r_k s_l
\]

\[
\mathcal{C}(r, s, t) = \begin{bmatrix}
\mathcal{C}_1(r, s, t) \\
\mathcal{C}_2(r, s, t) \\
\vdots \\
\mathcal{C}_N(r, s, t)
\end{bmatrix}, \quad \mathcal{C}_i(r, s, t) = \sum_{k,l,m} \frac{\partial^3 f_i}{\partial x_k \partial x_l \partial x_m} \bigg|_{x=x_0} r_k s_l t_m
\]
The first Lyapunov coefficient $\ell_1|_{(x_0, \mu_0)}$ is given by

$$\ell_1|_{(x_0, \mu_0)} = \frac{1}{2\omega_0} \Re(T_1 + T_2 + T_3).$$

## Appendix B

### Supporting material for Chapter 3

Lemma B.1. The divergence of the vector field $g(x)$ restricted to the simplex $\Delta_{N-1}$ is given by

$$\nabla \cdot g(x) \bigg|_{x \in \Delta_{N-1}} = \nabla \cdot h(\tilde{x}) = 1^T \left[(1 - \mu)B + S^T \right] x - x^T \left[NB + B^T \right] x,$$

where $S = Q \circ B$, the element-wise product of $Q$ and $B$.

Proof. The divergence is given by

$$\nabla \cdot h(\tilde{x}) = \sum_{i=1}^{N-1} \frac{\partial h_i}{\partial x_i} = \sum_{i=1}^{N} \frac{\partial g_i}{\partial x_i} - \sum_{i=1}^{N} \frac{\partial g_i}{\partial x_N}. \tag{B.1}$$

We substitute for $g_i(x)$ from (3.2) in the first term of the divergence in (B.1) and using (3.1) and (3.3) we have

$$\sum_{i=1}^{N} \frac{\partial g_i}{\partial x_i} = \sum_{i} \frac{\partial}{\partial x_i} \left[ x_i (f_i q_{ii} - \phi) + \sum_{j \neq i} x_j f_j q_{ji} \right]$$

$$= \sum_{i} \left[ f_i q_{ii} + x_i q_{ii} \frac{\partial f_i}{\partial x_i} - \phi - x_i \frac{\partial \phi}{\partial x_i} + \sum_{j \neq i} x_j q_{ji} b_{ji} \right]$$

$$= (1 - \mu)1^T B x + (1 - \mu) - N \phi - x^T \frac{\partial \phi}{\partial x} + \sum_{i} \sum_{j \neq i} x_j q_{ji} b_{ji}$$
\[(1 - \mu)1^T B x + (1 - \mu) - N \phi - x^T (B + B^T) x + \sum_{i} \sum_{j \neq i} x_j s_{ji} \]

\[= 1^T [(1 - \mu) B + S^T] x - x^T [(N + 1) B + B^T] x. \tag{B.2} \]

where the last equality follows by \[\sum_{i} \sum_{j \neq i} x_j s_{ji} = 1^T S^T x - (1 - \mu).\]

Computing the second term in the difference in (B.1) and using \[\sum_{i=1}^{N} q_{ji} = 1\] we have

\[ \sum_{i=1}^{N} \frac{\partial g_i}{\partial x_N} = \frac{\partial}{\partial x_N} \left[ \sum_{i=1}^{N} \sum_{j=1}^{N} x_j f_j q_{ji} - x_i \phi \right] \]

\[= \frac{\partial}{\partial x_N} \left[ (1 - \sum_{i=1}^{N} x_i) \phi \right] = -\phi = -x^T B x. \tag{B.3} \]

Substituting (B.2) and (B.3) in (B.1) we get the desired result. \[\Box\]

**Lemma B.2.** Let \(B\) be circulant and invertible and define the row sums of \(B\) and \(B \circ B\) as \(r_B := \sum_{j=1}^{N} b_{ij}\) and \(r_{B \circ B} := \sum_{j=1}^{N} b_{ij}^2\) respectively, for any row \(i\). Then the divergence \(\nabla \cdot h(\bar{x}) \leq 0\) on the simplex \(\Delta_{N-1}\) if

\[\mu \geq \frac{(N - r_B)(r_B - 1)}{N (r_B^2 - r_{B \circ B})} \text{ for mutation (Q1),} \]

\[\mu \geq \frac{(N - 1)(N - r_B)}{N (N + N r_B - 2 r_B)} \text{ for mutation (Q2).} \]

**Proof.** From Lemma B.1, the divergence \(\nabla \cdot h(\bar{x})\) is negative semi-definite on the simplex if

\[\max_{x \in \Delta_{N-1}} 1^T [(1 - \mu) B + S^T] x \leq \min_{x \in \Delta_{N-1}} x^T [N B + B^T] x. \tag{B.4} \]

The term on the left hand side (LHS) of (B.4) is the maximum of a convex combination of non-negative scalars and hence evaluates to

\[\text{LHS} = \max_i \sum_{j=1}^{N} (1 - \mu)b_{ji} + s_{ij} \]

\[= (1 - \mu) \max_i \sum_{j=1}^{N} b_{ji} + (1 - \mu) + \mu \max_i \sum_{j \neq i} b_{ij} q_{ij} \]
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The term on the right hand side (RHS) of (B.4) is the minimum of a quadratic form that is positive on the simplex. Given that \( B \) is circulant and invertible (an \( N \times N \) circulant matrix \( B \) of the form (3.1) is always invertible for \( N \) prime [43]), this quadratic form has an isolated minimum at \( x_{\text{mix}} = \frac{1}{N} \mathbf{1} \). Thus,

\[
\text{RHS} = \min_{x \in \Delta_{N-1}} x^T [NB + B^T] x = \frac{N+1}{N^2} \mathbf{1}^T B \mathbf{1} = \frac{N+1}{N} r_B. \tag{B.6}
\]

Substituting (B.6) and (B.5) in (B.4) and some rearranging gives the desired result. 

\[ \]
and hence obtain conditions for the existence of complex $\lambda_k(A)$. The calculations differ slightly between mutation matrices (Q1) and (Q2) as shown below. We obtain a simplified expression for the imaginary component of the eigenvalues by grouping identical terms of $A$ and using the identity $\sum_{j=1}^{N} \omega_N^{jk} = 0$.

- **Mutation (Q1):**

$$\text{Im} (\lambda_k(A)) = \begin{cases} (a_{12} - a_{1N}) \sin \left( \frac{2\pi}{N} k \right) & N = 3, 4, 5 \\ (a_{12} - a_{1N}) \sin \left( \frac{2\pi}{N} k \right) + (a_{13} - a_{1,N-1}) \sin \left( \frac{2\pi}{N} 2k \right) & N \geq 6 \end{cases}$$

- **Mutation (Q2):**

$$\text{Im} (\lambda_k(A)) = (a_{12} - a_{1N}) \sin \left( \frac{2\pi}{N} k \right) \quad N \geq 3$$

Substituting for the $a_{ij}$ terms from (4.2),

$$\text{Im} (\lambda_k(A)) = 0 \iff \begin{cases} (\alpha - \beta) \left( 1 - \mu - \mu \frac{(2+\alpha+\beta)}{\alpha+\beta} \right) = 0 \quad \text{mutation (Q1)} \\ (\alpha - \beta) \left( 1 - \mu - \frac{\mu}{N-1} \right) = 0 \quad \text{mutation (Q2).} \end{cases} \quad (C.1)$$

The conditions of the Lemma follow from the expressions in (C.1). $\square$

### C.2 Proof of Lemma 4.3

**Proof.** To simplify notation in this proof, we denote the Jacobian $D_{xg}|_{x_{mix,N}}$ as matrix $A$. From Lemma 4.2, for $r = 1, \cdots, \left\lfloor \frac{N-1}{2} \right\rfloor$, $\lambda_r(A)$ is complex. Using the notation $a_{ij} = \gamma_j + \mu \eta_j$ we obtain

$$\text{Re} (\lambda_r(A)) = \sum_{j=1}^{N} \gamma_j \cos \left( \frac{2\pi}{N} (j-1)r \right) + \mu \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)r \right)$$

which is zero if and only if

$$\mu = - \left[ \sum_{j=1}^{N} \gamma_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right] \left[ \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \right]^{-1} =: \mu_{0,r}. \quad (C.2)$$

Before we proceed, we need to establish that $\mu_{0,r}$ is indeed well defined; that is, the denominator in (C.2) is non-zero. Let $d_r$ denote the denominator of $\mu_{0,r}$. For
N = 3, d_r = 6(\alpha + \beta + \alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 3(4 + \alpha + \beta) \neq 0 \text{ for mutation (Q2); for } N = 4, d_r = 2(\alpha + \beta + 2\alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 4(2 + \alpha + \beta) \neq 0 \text{ for mutation (Q2). For } N \geq 5, \text{ by grouping identical terms, using the identity } \sum_{j=1}^{N} \omega_N^{jr} = 0 \text{ and replacing the expressions for } \eta_j \text{ in terms of } \alpha \text{ and } \beta \text{ we have,}

\begin{equation}
N = 3, d_r = 6(\alpha + \beta + \alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 3(4 + \alpha + \beta) \neq 0 \text{ for mutation (Q2); for } N = 4, d_r = 2(\alpha + \beta + 2\alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 4(2 + \alpha + \beta) \neq 0 \text{ for mutation (Q2). For } N \geq 5, \text{ by grouping identical terms, using the identity } \sum_{j=1}^{N} \omega_N^{jr} = 0 \text{ and replacing the expressions for } \eta_j \text{ in terms of } \alpha \text{ and } \beta \text{ we have,}

\begin{align*}
N = 3, d_r &= 6(\alpha + \beta + \alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 3(4 + \alpha + \beta) \neq 0 \text{ for mutation (Q2); for } N = 4, d_r &= 2(\alpha + \beta + 2\alpha \beta) \neq 0 \text{ for mutation (Q1) and } d_r = 4(2 + \alpha + \beta) \neq 0 \text{ for mutation (Q2). For } N \geq 5, \text{ by grouping identical terms, using the identity } \sum_{j=1}^{N} \omega_N^{jr} = 0 \text{ and replacing the expressions for } \eta_j \text{ in terms of } \alpha \text{ and } \beta \text{ we have,}

\begin{equation}
\begin{aligned}
d_r &\neq 0 \iff \\
&\begin{cases}
2(\alpha + \beta) \left( \cos \left( \frac{2\pi}{N} r \right) - 1 \right) + 2\alpha \beta \left( \cos \left( \frac{2\pi}{N} 2r \right) - 1 \right) \neq 0 & \text{mutation (Q1)} \\
\cos \left( \frac{2\pi}{N} r \right) \neq -\frac{2+\alpha+\beta}{\alpha+\beta} & \text{mutation (Q2)}
\end{cases} \\
\end{aligned}
\end{equation}
\end{align*}

The conditions above can be verified to always hold given that the cosine function is bounded between \(-1\) and 1 and \(\alpha\) and \(\beta\) satisfy the conditions in (4.1).

Finally, we establish that if \(r, s = 1, \cdots, \left\lfloor \frac{N-1}{2} \right\rfloor\), \(r \neq s\) then \(\mu_{0,r} \neq \mu_{0,s}\), i.e. the bifurcation points are distinct. If \(N = 3, 4\), Lemma 4.2 establishes that there is only one bifurcation point. For \(N = 5\), the two critical points can be shown to be distinct by a direct calculation. Here we show the distinctness of the critical points in the cases \(N \geq 6\). Using (C.2),

\begin{align*}
\mu_{0,r} &\neq \mu_{0,s} \iff \\
&\sum_{j=1}^{N} \gamma_j \cos \left( \frac{2\pi}{N} (j-1)r \right) \neq \sum_{j=1}^{N} \eta_j \cos \left( \frac{2\pi}{N} (j-1)s \right) \\
\end{align*}

By grouping identical terms, using the identity \(\sum_{j=1}^{N} \omega_N^{jr} = 0\), and replacing the expressions for \(\gamma_j\) and \(\eta_j\) in terms of \(\alpha\) and \(\beta\), we find that

\begin{equation}
\begin{cases}
(1 + \alpha + \beta + 2\alpha \beta)(\alpha + \beta) \\
+ 2\alpha \beta \left[ \cos \left( \frac{2\pi}{N} r \right) + \cos \left( \frac{2\pi}{N} s \right) \right] \\
\end{cases}
\end{equation}

\begin{equation}
\begin{aligned}
\gamma_j &\neq \eta_j & \sum_{j=1}^{N} \omega_N^{jr} = 0 & \sum_{j=1}^{N} \omega_N^{js} = 0 \\
&\begin{cases}
(1 + \alpha + \beta + 2\alpha \beta)(\alpha + \beta) \\
+ 2(\alpha + \beta) \alpha \beta \left[ \cos \left( \frac{2\pi}{N} r \right) \cos \left( \frac{2\pi}{N} s \right) \right] \neq 0 & \text{mutation (Q1)} \\
\cos \left( \frac{2\pi}{N} r \right) \neq \cos \left( \frac{2\pi}{N} s \right) & \text{mutation (Q2)}
\end{cases}
\end{aligned}
\end{equation}

For mutation (Q1), the left hand side of the inequality in (C.4) can be bounded below by \((\alpha - \beta)^2 + (\alpha + \beta) > 0\). For mutation (Q2), the condition in (C.4) is equivalent to the initial hypothesis of \(r \neq s\). The distinctness result now follows. \(\Box\)
C.3 Proof of Lemma 4.4

Proof. Here we compute the terms $T_1$, $T_2$ and $T_3$ from Appendix A to obtain a simplified analytical expression for the first Lyapunov coefficient $\ell_1(x_{\text{mix},N,\mu_0,r})$. For a circulant matrix $M \in \mathbb{R}^{N \times N}$, let $\{(\lambda_k, v_k)\}$ be an eigenvalue–right eigenvector pair $(M v_k = \lambda_k v_k)$, where

$$v_k = \begin{bmatrix} 1 & \omega_N^k & \omega_N^{2k} & \cdots & \omega_N^{(N-1)k} \end{bmatrix}^T \quad \text{and} \quad \lambda_k (M) = \sum_{j=1}^{N} m_{1j} \omega_N^{(j-1)k}. \quad (C.5)$$

We compute $\ell_1(x_{\text{mix},N,\mu_0,r})$ as a function of the parameters $\alpha$ and $\beta$. From Appendix A, the Jacobian $D_x g(x_{\text{mix},N,\mu_0,r})$ is denoted by $A_0$ with eigenvalue $\lambda_r(A_0) = i \omega_0$. Let $\omega_0 = |\omega|$, $t = r \text{ sign } (\omega)$, and $q = v_t$. Note that $A_0 q = i \omega_0 q$.

Computing $T_1$

Direct calculation and simplification gives

$$\mathcal{C}_1(q, q, q) = -2N \left[ 2 + (\alpha + \beta) \omega_N^t + (\alpha + \beta) \omega_N^{-t} \right] \omega_N^{t-1}.$$  

Hence

$$\mathcal{C}(q, q, q) = -2N \left[ 2 + (\alpha + \beta) \omega_N^t + (\alpha + \beta) \omega_N^{-t} \right] q,$$

which leads to

$$T_1 = \langle p, \mathcal{C}(q, q, q) \rangle = -2N \left[ 2 + (\alpha + \beta) \omega_N^t + (\alpha + \beta) \omega_N^{-t} \right] \langle p, q \rangle$$

$$= -2N \left[ 2 + (\alpha + \beta) \left( \omega_N^t + \omega_N^{-t} \right) \right]. \quad (C.6)$$

Computing $T_2$

We compute

$$\mathcal{B}(q, q) = 2 \left[ 1 + \alpha \omega_N^t + \beta \omega_N^{-t} \right] Q^T v_2t.$$  

Since $Q$ is circulant, so is $Q^T$ and $v_2t$ is a right eigenvector. Then

$$\mathcal{B}(q, q) = 2 \left[ 1 + \alpha \omega_N^t + \beta \omega_N^{-t} \right] \lambda_2t (Q^T) v_2t.$$  

For each eigenvector-eigenvalue pair $v, \lambda$ of $A_0$, direct calculation shows that $1/(2i \omega_0 - \lambda)$ is the corresponding eigenvalue for the eigenvector $v$ of $(2i \omega_0 I - A_0)^{-1}$,
where $I$ denotes the identity matrix. Then,

$$(2i \omega_0 I - A_0)^{-1} \mathcal{B} (q, q) = 2 \left[ \frac{1 + \alpha \omega_N^t + \beta \omega_N^{-t}}{2i \omega_0 - \lambda_{2t} (A_0)} \right] \lambda_{2t} (Q^T) v_{2t}. $$

Since $\mathcal{B} (x, \kappa y) = \kappa \mathcal{B} (x, y)$ for any $\kappa \in \mathbb{C}$, then

$$\mathcal{B} (\bar{q}, (2i \omega_0 - A_0)^{-1} \mathcal{B} (q, q)) = 2 \left[ \frac{1 + \alpha \omega_N^t + \beta \omega_N^{-t}}{2i \omega_0 - \lambda_{2t} (A_0)} \right] \mathcal{B} (\bar{q}, v_{2t}).$$

A calculation similar to that for $\mathcal{B} (q, q)$ gives

$$\mathcal{B}_i (\bar{q}, v_{2t}) = \left[ \beta \omega_N^{-2t} + \alpha \omega_N^{-t} + 2 + \beta \omega_N^t + \alpha \omega_N^{2t} \right] \sum_{j=1}^{N} q_{ji} \omega_N^{(j-1)t}. $$

Hence

$$\mathcal{B} (\bar{q}, v_{2t}) = \left( \beta \omega_N^{-2t} + \alpha \omega_N^{-t} + 2 + \beta \omega_N^t + \alpha \omega_N^{2t} \right) \lambda_t (Q^T) q.$$ 

This implies that

$$\mathcal{B} (\bar{q}, (2i \omega_0 - A_0)^{-1} \mathcal{B} (q, q))$$

$$= \frac{2\lambda_t (Q^T) \lambda_{2t} (Q^T)}{2i \omega_0 - \lambda_{2t} (A_0)} \left( 1 + \alpha \omega_N^t + \beta \omega_N^{-t} \right) \left[ \beta \omega_N^{-2t} + \alpha \omega_N^{-t} + 2 + \beta \omega_N^t + \alpha \omega_N^{2t} \right] q,$$

and

$$T_2 = \langle p, \mathcal{B} (\bar{q}, (2i \omega_0 - A_0)^{-1} \mathcal{B} (q, q)) \rangle$$

$$= \frac{2\lambda_t (Q^T) \lambda_{2t} (Q^T)}{2i \omega_0 - \lambda_{2t} (A_0)} \left( 1 + \alpha \omega_N^t + \beta \omega_N^{-t} \right) \left[ \beta \omega_N^{-2t} + \alpha \omega_N^{-t} + 2 + \beta \omega_N^t + \alpha \omega_N^{2t} \right]. \quad (C.7)$$

**Computing $T_3$**

We show that $\mathcal{B} (q, \bar{q}) = 0$.

$$\mathcal{B}_i (q, \bar{q}) = -2 - (\alpha + \beta) (\omega_N^t + \omega_N^{-t}) + \left[ 2 + (\alpha + \beta) (\omega_N^t + \omega_N^{-t}) \right] \sum_{j=1}^{N} q_{ji}$$

$$= \left[ 2 + (\alpha + \beta) (\omega_N^t + \omega_N^{-t}) \right] \left[ -1 + \sum_{j=1}^{N} q_{ji} \right] = 0, \quad (C.8)$$
where the last equality comes from the fact that $Q$ is a doubly-stochastic matrix. This implies

$$T_3 = -2 \langle p, B(q, A_0^{-1}B(q, \bar{q})) \rangle = -2 \langle p, B(q, 0) \rangle = 0.$$  

Combining the previous expressions for $T_1$, $T_2$ and $T_3$, the result follows.

\[\square\]

C.4 Criticality analysis for Corollaries 4.1 and 4.2

In this section we establish that the Lyapunov coefficient at each of the $d$ concurrent Hopf Bifurcations of the equilibria $x_{j,d,N}$ is identical to that at the equilibrium $x_{\text{mix},N/d}$ for the simple cycle payoff $B_{C,N/d}$ with $\beta = 0$ (i.e. $B_{N/d,1}$). The mutation matrix used is (Q1). Let $N/d = N_1$ and $N_2 = N - N_1$.

In order to simplify the calculations, consider the payoff matrix $\hat{B}_{N,d}$ given by

$$\hat{B}_{N,d} = \begin{bmatrix}
B_{N_1,1} & 0_{N_1 \times N_1} & \cdots & 0_{N_1 \times N_1} \\
0_{N_1 \times N_1} & B_{N_1,1} & \cdots & 0_{N_1 \times N_1} \\
\vdots & \vdots & \ddots & \vdots \\
0_{N_1 \times N_1} & 0_{N_1 \times N_1} & \cdots & B_{N_1,1}
\end{bmatrix}.$$  

$\hat{B}_{N,d}$ is obtained by relabeling the graph nodes corresponding to $B_{N,d}$ such that index labels for connected nodes are consecutive. The payoff graph topology induced by $\hat{B}_{N,d}$ is isomorphic to that of $B_{N,d}$, see Figure 4.5. The dynamics (3.2), with payoff $\hat{B}_{N,d}$ and mutation (Q1) have equilibria $\hat{x}_j = \begin{bmatrix} 0_{N_1(j-1)}^T & \frac{1}{N_1}1_{N_1}^T & 0_{N_1(d-j)} \end{bmatrix}^T$, which correspond to the equilibria $x_{j,d,N}$. The Jacobian of the system above evaluated at the equilibrium $\hat{x}_1$ is precisely $M_{N,d}$ in (4.8). Using this definition of payoff, we compute the first Lyapunov coefficient as described in Appendix A. We focus on equilibrium $\hat{x}_1$; the analysis for the other $\hat{x}_j$ is equivalent.

The eigenvalues $\lambda_k$ and eigenvectors $v_k$ of a circulant matrix are defined in (C.5). Let the Jacobian $M_{N,d}$ evaluated at the critical point $\mu_{0,r}$ (defined in Corollary 4.2) be denoted as

$$\hat{A}_0 = \begin{bmatrix}
A_0 & 0_{N_2 \times N_1} \\
0_{N_1 \times N_2} & -\frac{1+\alpha}{N_1}I_{N_2 \times N_2}
\end{bmatrix}.$$  
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with eigenvalue $\lambda_r(A_0) = i\omega$. Let $\omega_0 = |\omega|$, $t = r \text{ sign}(\omega)$, $q = v_t(A_0)$, $\hat{q} = [q^T \ 0_{d(N_1-1)}^T]^T$ and $\langle \hat{p}, \hat{q} \rangle = 1$. Note that $A_0 q = i\omega_0 q$ and hence $\hat{A}_0 \hat{q} = i\omega_0 \hat{q}$. Let $Q$ be the (Q1) mutation matrix corresponding to $B_{N,d}$ and $\hat{Q}$ be the (Q1) mutation matrix corresponding to $\hat{B}_{N,d}$.

With these definitions, we follow the calculations in Appendix A and compute each of the terms $T_1$, $T_2$ and $T_3$ given below. A comparison of each of these terms, to the corresponding terms in Appendix C.3 shows that the Lyapunov coefficient is identical (when $N \mapsto N_1$, $\beta \mapsto 0$ in (C.6), (C.7) and (C.8)).

\begin{align*}
T_1 &= \langle \hat{p}, \mathcal{C}(\hat{q}, \hat{q}, \hat{q}) \rangle = -2N_1 \left[ 2 + \alpha \omega_{N_1}^t + \alpha \omega_{N_1}^{-t} \right], \\
T_2 &= \langle \hat{p}, \mathcal{B} \left( \hat{q}, (2i\omega_0 - \hat{A}_0)^{-1} \mathcal{B}(\hat{q}, \hat{q}) \right) \rangle \\
&= \frac{2\lambda_t(Q^T) \lambda_2t(Q^T)}{2i\omega_0 - \lambda_2t(A_0)} \left( 1 + \alpha \omega_{N_1}^t \right) \left[ \alpha \omega_{N_1}^{-t} + \alpha \omega_{N_1}^{2t} + 2 \right], \\
T_3 &= -2 \langle \hat{p}, \mathcal{B} \left( \hat{q}, \hat{A}_0^{-1} \mathcal{B}(\hat{q}, \hat{q}) \right) \rangle = 0.
\end{align*}

\section*{Appendix D}

\textbf{Supporting material for Chapter 5}

In this appendix we discuss the details of the adaptive dynamics analysis from Section 5.2. Define the function

$$G(k_R, k_M) = \frac{k_M^2 + (1 - k_M)^2 \beta^2 (1 - k_R)}{4(2k_M^2 - 2k_M + 1)} + ck_M^2.$$ 

Then the differential fitness from (2.3) is given by

$$S = \exp[-G(k_R, k_M)] - \exp[-G(k_R, k_R)].$$
The selection gradient \( g(k_R) \) is given by

\[
g(k_R) = \left. \frac{\partial S}{\partial k_M} \right|_{k_M=k_R} = -\exp[-G(k_R, k_R)] \left( \frac{k_M(1 - k_M)[1 + \beta^2(k_R - 1)]}{2(2k_M^2 - 2k_M + 1)^2} + 2ck_M \right).
\]

Solving for the singular strategy condition \( g(k_*) = 0 \) gives the expression (5.19)

\[
k_*(1 - k_*)[1 + \beta^2(k_* - 1)] + 4ck_*(2k_*^2 - 2k_* + 1)^2 = 0.
\]

This expression has two sets of solutions that are plotted in Figure 5.3. One set corresponds to \( k_* = 0 \) and the other is defined implicitly by the equation

\[
c = \frac{(k_* - 1)[1 + \beta^2(k_* - 1)]}{4(2k_*^2 - 2k_* + 1)^2} =: \tilde{c}(k_*).
\]  \hspace{1cm} \text{(D.1)}

To determine conditions for evolutionary branching we compute

\[
\left. \frac{\partial^2 S}{\partial k_M^2} \right|_{k_M=k_R=k_*} = -\exp[-G(k_*, k_*)] \left( 1 - \beta^2 + \beta^2k_* \right) \frac{(3k_* - 10k_*^2 + 6k_*^2)}{2 \left( 1 - 2k_* + 2k_*^2 \right)^3}.
\]

Hence the branching condition \( \left. \frac{\partial^2 S}{\partial k_M^2} \right|_{k_M=k_R=k_*} > 0 \) corresponds to

\[
\frac{(\beta^2(1 - k_*) - 1) k_* (3 - 10k_* + 6k_*^2)}{2 \left( 1 - 2k_* + 2k_*^2 \right)^3} > 0.
\]  \hspace{1cm} \text{(D.2)}

The zeros of function above in the range \( k_* \in [0, 1] \) are \( 0, \frac{5 - \sqrt{7}}{6}, \) and \( 1 - \frac{1}{\beta^2} \). A derivative test shows that the condition (D.2) is satisfied for \( k_* \in \left( 0, \frac{5 - \sqrt{7}}{6} \right) \).

The critical cost parameter \( c_1 \) in Figure 5.3, corresponds to the maximum singular value \( k_* \) for branching and is given from (D.1) by \( c_1 = \tilde{c} \left( \frac{5 - \sqrt{7}}{6} \right) \). The parameter \( c_2 \) is determined by calculating the local maximum of the function \( \tilde{c}(k_*) \) as seen in Figure 5.3. We use the notation \( \tilde{c}(k_{\text{crit}}) = c_2 \). \( k_{\text{crit}} \) can be calculated analytically and is given by a particular root of a cubic equation. The analytical expression for \( k_{\text{crit}} \) (and correspondingly \( c_2 \)) is cumbersome and hence is left out of this text. Nonetheless, the sketch in Figure 5.3 clearly conveys the main ideas.

Finally we discuss the convergence stability of the singular strategies. The convergence stability condition is given by (2.5). For the \( k_* = 0 \) singular strategy,

\[
\left. \frac{\partial g}{\partial k_R} \right|_{k_R=0} = \exp \left[ -\frac{\beta^2}{4} \right] \frac{\beta^2 - 1 - 4c}{2}, \text{ hence } \left. \frac{\partial g}{\partial k_R} \right|_{k_R=0} < 0 \iff c > \frac{\beta^2 - 1}{4}.
\]
For the second singular strategy curve defined implicitly by (D.1), the derivative term in the convergence stability condition evaluates to

\[
\frac{\partial g}{\partial k} \bigg|_{k_R=k_*} = -k_* \left[3 - 10k_* + 6k_*^2 + 2\beta^2 (-1 + 5k_* - 6k_*^2 + 2k_*^3)\right] \exp \left[-G(k_*, k_*)\right] \frac{2}{2(1-2k_*+2k_*^2)^3}
\]

The interior root of \(\frac{\partial g}{\partial k} \bigg|_{k_R=k_*} = 0\) is precisely the value \(k_{crit}\) that maximizes \(\bar{c}(k_*)\) (since \(c = \bar{c}(k_*) \equiv g(k_*) = 0\)); this root corresponds to \(c_2\) (see above). Hence one can verify that the singular strategies corresponding to the curve (D.1) are stable for \(k_* > k_{crit}\) and unstable for \(k_* < k_{crit}\) as shown in Figure 5.3.

### Appendix E

**Supporting material for Chapter 6**

#### E.1 Proof of Lemma 6.2

**Proof.** \(D\) is invariant with respect to the dynamics (6.6) since all boundaries of \(D\) are invariant \((q_i \in \{0, 1\} \implies \dot{q}_i = 0)\), and further \(q_3(0) > 0 \implies q_3(t) > 0\) for all \(t > 0\) since

\[
\dot{q}_3 = \frac{q_3 f_3}{q^T f} - q_3 \geq -q_3 \implies q_3(t) \geq q_3(0) e^{-t} > 0.
\]

Using the constraint \(q^T 1_3 = 1\), we restate the dynamics (6.6) as a two-dimensional system,

\[
\begin{align*}
\dot{q}_1 &= \frac{q_1}{f} (f_{31}(t)(q_1 - 1) + f_{32}(t)q_2) \\
\dot{q}_2 &= \frac{q_2}{f} (f_{32}(t)(q_2 - 1) + f_{31}(t)q_1),
\end{align*}
\]

(E.1)

where \(f_{32}(t) = f_3(t) - f_2(t) > 0\), \(f_{31}(t) = f_3(t) - f_1(t) > 0\), and \(\tilde{f} = q^T f = f_3 - q_1 f_{31} - q_2 f_{32}\). One can check that the only three equilibria of the system (E.1) in
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\( \Delta_2 \) (given properties (1)-(3)) are the vertices \((q_{eq1}, q_{eq2}) = (0, 0), (0, 1), (1, 0)\), of which \((0, 0)\) is the only equilibrium in \(D\).

Linearization about the \((0, 0)\) equilibrium gives the dynamics,

\[
\begin{bmatrix}
\dot{q}_1 \\
\dot{q}_2
\end{bmatrix} =
\begin{bmatrix}
-f_{31}/f_3 & 0 \\
0 & -f_{32}/f_3
\end{bmatrix}
\begin{bmatrix}
q_1 \\
q_2
\end{bmatrix}.
\]

This non-autonomous linear system in diagonal form can be solved easily as

\[
q_i(t) = q_i(0) \exp \left(-\int_0^t \frac{f_{3i}(t)}{f_3(t)} dt\right), \quad i = 1, 2.
\]

For \(i = 1, 2\), \(\lim_{t \to \infty} q_i(t) = 0\) and hence the \((0, 0)\) equilibrium point of the non-autonomous system (E.1) is locally asymptotically stable by Theorem 4.13 of [54]. To prove that the invariant domain \(D\) is the region of attraction for the asymptotically stable \((0, 0)\) equilibrium point of (E.1), we use a Lyapunov function \(V = q_1 + q_2\). \(V\) is positive definite on \(D\) with a unique minimum: \(V = 0 \iff q_1 = q_2 = 0\). We compute

\[
\dot{V} = \dot{q}_1 + \dot{q}_2 = \frac{1}{f}(q_1 f_{31} + q_2 f_{32})(q_1 + q_2 - 1) < 0.
\]

Since \(\dot{V}\) is negative definite on the domain \(D\), by Theorem 4.9 of [54] we have that \(D\) is the region of attraction for the equilibrium point \(q_{eq1} = 0, q_{eq2} = 0\) (and \(q_{eq3} = 1\)). Hence the equilibrium point \(q_{eq} = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T\) is the asymptotically stable limit for all \(q(0) \in D\). \(\square\)

### E.2 Lemma E.1 used in Theorem 6.1

**Lemma E.1.** Let \(q \in \Delta^2, q_{eq} = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}^T\) and \(f_P = Mq\), where \(M = T^#\) and \(T\) satisfies Conjecture 6.1. Then \(\|q - q_{eq}\| < \epsilon \implies f_{p1} > f_{p2}\) and \(f_{p1} > f_{p3}\), where

\[
\epsilon \leq \min \left\{ \frac{2(m_{11} - m_{21})}{(m_{11} - m_{21}) + \|M\|_1}, \frac{2(m_{11} - m_{31})}{(m_{11} - m_{31}) + \|M\|_1} \right\}.
\]

**Proof.** \(\|q - q_{eq}\| < \epsilon \implies q_1 > 1 - \frac{\epsilon}{2}, q_2 < \frac{\epsilon}{2}\) and \(q_3 < \frac{\epsilon}{2}\). Suppose that

\[
\epsilon \leq \frac{2(m_{11} - m_{21})}{(m_{11} - m_{21}) + \|M\|_1}
\]

\[
\implies \epsilon < \frac{2(m_{11} - m_{21})}{(m_{11} - m_{21}) + (m_{22} + m_{23})}
\]

\[
\implies (m_{11} - m_{21})(1 - \frac{\epsilon}{2}) > (m_{22} + m_{33}) \frac{\epsilon}{2}
\]
\[ \Rightarrow (m_{11} - m_{21})q_1 > m_{22}q_2 + m_{23}q_3 \]
\[ \Rightarrow (m_{11} - m_{21})q_1 > m_{22}q_2 + m_{23}q_3 - m_{12}q_2 - m_{13}q_3 \]
\[ \Rightarrow \begin{bmatrix} m_{11} & m_{12} & m_{13} \end{bmatrix}^T q > \begin{bmatrix} m_{21} & m_{22} & m_{23} \end{bmatrix}^T q, \text{ or } f_{P1} > f_{P2}. \quad \text{(E.2)} \]

Similarly one can show that
\[ \epsilon \leq \frac{2(m_{11} - m_{31})}{(m_{11} - m_{31}) + \|M\|_1} \Rightarrow f_{P1} > f_{P3}. \quad \text{(E.3)} \]

Combining (E.2) and (E.3) we get the desired result. \( \square \)

Appendix F

Supporting material for Chapter 7

This appendix comprises the details of the timescale separation calculation for the stop-signalling dynamics (7.7),

\[
\begin{align*}
\frac{dy_A}{dt} &= \frac{-2y_A}{2\sigma + \Delta v} + \left(\frac{\bar{v} + \Delta v}{2}\right) y_U(1 + y_A) - \sigma y_A y_B \\
\frac{dy_B}{dt} &= \frac{-2y_B}{2\sigma - \Delta v} + \left(\frac{\bar{v} - \Delta v}{2}\right) y_U(1 + y_B) - \sigma y_A y_B.
\end{align*}
\]

We perform a nonlinear coordinate transformation of the dynamics (7.7) and apply singular perturbation theory to separate timescales and derive an analytic expression for the slow manifold (heteroclinic connections). Assuming large \( \bar{v} \), define \( \epsilon := \frac{1}{\bar{v}} \) as the small parameter for the timescale separation calculations. We follow the notation used in Chapter 11 of [54] and apply Tikhonov’s Theorem (Theorem 11.1 in [54]) to prove the timescale separation.
Standard Singular Perturbation Model

Consider the coordinate transformation \((y_A, y_B) \mapsto (x, z)\) given by

\[
\begin{align*}
z &= (1 + y_A)(1 + y_B) \\
x &= \frac{1 + y_A}{1 + y_B}.
\end{align*}
\]

(F.1)

The transformation is well-defined on the domain \((y_A, y_B) \in \Delta_2\) since the Jacobian of the linearization has non-zero determinant \(\frac{2(1+y_A)}{1+y_B}\) on \(\Delta_2\). The inverse transformation is given by

\[
\begin{align*}
y_A &= \sqrt{z}x - 1 \\
y_B &= \sqrt{\frac{z}{x}} - 1.
\end{align*}
\]

(F.2)

Note that \((y_A, y_B) \in \Delta_2\) implies that \(z \in [1, \frac{9}{4}]\) and \(x \in [\frac{1}{2}, 2]\). Level curves in \(x, z\) coordinates on the simplex are illustrated in the figure below.

![Level curves in x,z coordinates.](image)

Define the functions \(\alpha(x, z)\) and \(\beta(x, z)\) as

\[
\begin{align*}
\alpha(x, z) &= \sqrt{zx} + \sqrt{\frac{z}{x}} = 2 + y_A + y_B \\
\beta(x, z) &= \sqrt{zx} - \sqrt{\frac{z}{x}} = y_A - y_B.
\end{align*}
\]

(F.3)  
(F.4)
Then,
\[ y_A y_B = z + 1 - \alpha, \; y_A + y_B = \alpha - 2, \; \text{and} \; y_U = 3 - \alpha. \] (F.5)

Computing the time derivative of \( z \) and substituting from (7.7), (F.3), (F.4) and (F.5) we get
\[ \dot{z} = \dot{y}_B(1 + y_A) + \dot{y}_A(1 + y_B) \]
\[ = \frac{2}{4v^2 - \Delta v^2} \left[ (\Delta v \beta(x, z) - 2v(2z - \alpha(x, z))) \right] + 2vz \left( 3 - \alpha(x, z) \right) - \sigma \alpha(x, z)(z + 1 - \alpha(x, z)). \] (F.6)

Computing the time derivative of \( x \) and substituting from (7.7), (F.3), (F.4) and (F.5) we get
\[ \dot{x} = \dot{y}_A(1 + y_B) - \dot{y}_B(1 + y_A) \]
\[ = \frac{x(4z - 2\alpha(x, z)) - 4x\sigma \beta(x, z)}{4v^2 - z(\Delta v)^2} + x\Delta v(3 - \alpha(x, z)) \]
\[ + \frac{\sigma x \beta(x, z)}{z}(z + 1 - \alpha(x, z)). \] (F.7)

With small parameter \( \epsilon = 1/v \) and ratio \( d = \sigma/v \), the transformed dynamics (F.6), (F.7) can be written as a singular perturbation problem in standard form,
\[ \epsilon \frac{dz}{dt} = 2z(3 - \alpha) - d\alpha(z + 1 - \alpha) \]
\[ + \frac{2\epsilon^3 \beta \Delta v}{4 - \epsilon^2(\Delta v)^2} - \frac{4(2z - \alpha)\epsilon^2}{4 - \epsilon^2(\Delta v)^2} =: g(x, z, \epsilon) \] (F.8)
\[ \frac{dx}{dt} = x(3 - \alpha)\Delta v + \frac{\sigma \beta x}{z}(z + 1 - \alpha) \]
\[ - \frac{4\beta x \epsilon}{4z - z\epsilon^2(\Delta v)^2} + \frac{x(4z - 2\alpha)\epsilon^2 \Delta v}{4z - z\epsilon^2(\Delta v)^2} =: f(x, z, \epsilon). \] (F.9)

To ensure that the \( \epsilon \to 0 \) limit is well-defined we assume
\[ \lim_{\epsilon \to 0} \epsilon \Delta v = \lim_{v \to \infty} \frac{\Delta v}{v} = 0. \] (F.10)

**Slow Manifold Calculation**

The slow manifold is given by the root of \( g(x, z, 0) = 0 \).

\[ g(x, z, 0) = 0 \implies 2z(3 - \alpha(x, z)) - d\alpha(x, z)(z + 1 - \alpha(x, z)) = 0 \]
\[ \Rightarrow 2\zeta y_U - d\alpha(x, z)(z + 1 - \alpha) = 0 \]
\[ \Rightarrow 2(1 + y_A)(1 + y_B)y_U = d(3 - y_U)(y_A y_B) \]
\[ \Rightarrow \frac{d}{2} y_A y_B = \frac{y_U(1 + y_A)(1 + y_B)}{3 - y_U}. \] (F.11)

(F.11) is an implicit expression for the slow manifold. Define the function \( \hat{x} = \sqrt{x} + \frac{1}{\sqrt{x}}. \) Then \( \alpha(x, z) = \sqrt{z} \hat{x}. \) In order to obtain an explicit expression we rewrite (F.11) in the \((x, z)\) coordinates as follows,

\[
\begin{align*}
g(x, z, 0) = 0 &\quad \Rightarrow 2z(3 - \alpha(x, z)) - d\alpha(x, z)(z + 1 - \alpha(x, z)) = 0 \quad \Rightarrow 2z(3 - \sqrt{z} \hat{x}) - d\sqrt{z} \hat{x}(z + 1 - \sqrt{z} \hat{x}) = 0 \\
&\quad \Rightarrow 6\sqrt{z} - 2\zeta \hat{x} - d \hat{x} z - d \hat{x} + d \hat{x}^2 \sqrt{z} = 0 \\
&\quad \Rightarrow (2 + d) \hat{x}z - (d\hat{x}^2 + 6) \sqrt{z} + d \hat{x} = 0. \end{align*}
\] (F.12)

(F.12) is quadratic in \( \sqrt{z}. \) The solutions to the quadratic are given by

\[
\sqrt{z} = \frac{d\hat{x}^2 + 6 \pm \sqrt{D}}{2(2 + d) \hat{x}},
\] (F.13)

where the discriminant \( D = d^2 \hat{x}^4 + 36 + 4d \hat{x}^2 - 4d^2 \hat{x}^2. \) Hence we have two distinct solutions for the slow manifold given by

\[
z = \left( \frac{d\hat{x}^2 + 6 + \sqrt{D}}{2(2 + d) \hat{x}} \right)^2, \left( \frac{d\hat{x}^2 + 6 - \sqrt{D}}{2(2 + d) \hat{x}} \right)^2. \] (F.14)

The second solution in (F.14) lies outside the feasible domain \( z \in [1, \frac{9}{4}] \) (and correspondingly \((y_A, y_B) \in \Delta_2) and is hence rejected.

To summarize, the slow manifold is given by

\[
z = \left( \frac{d\hat{x}^2 + 6 + \sqrt{D}}{2(2 + d) \hat{x}} \right)^2 =: h(x)
\] (F.15)

where \( \hat{x} = \sqrt{x} + \frac{1}{\sqrt{x}} \) and \( D = (d\hat{x}^2 + 6)^2 - 4d \hat{x}^2(2 + d). \)
Attractively of the Slow Manifold

The boundary layer dynamics are given by

$$\frac{dy}{d\tau} = g(x, y + h(x), 0), \quad (F.16)$$

where \(x\) is treated as fixed parameter. Stability of the boundary layer dynamics requires the exponential stability of its origin, uniformly in the fixed parameter \(x\) [54]. To test for exponential stability of the origin, we compute the Jacobian of the dynamics (F.16) evaluated at the origin

$$\frac{\partial}{\partial y} g(x, y + h(x), 0) \Big|_{y=0} = -\frac{1}{12} \sqrt{1296 + \frac{(1 + x)^2 \sigma (24x + (x - 1)^2 \sigma)}{x^2}} \quad (F.17)$$

and note that \(\frac{\partial}{\partial y} g(x, y + h(x), 0) \Big|_{y=0} < 0\) for all \(x \in \left[\frac{1}{2}, 2\right]\).

Reduced Dynamics of the Slow Model

The reduced dynamics on the slow manifold defined by (F.15) are given by

$$\dot{x} = f(x, h(x), 0)$$

$$= \frac{\sigma x}{h(x)} [h(x) + 1 - \alpha(x, h(x))] \beta(x, h(x)) + x(3 - \alpha(x, h(x))) \Delta v. \quad (F.18)$$

The general expression for the equilibria of (F.18) is complicated. Nonetheless, analytical solutions can be obtained for two special cases described below.

Special Cases

- \(d = \mathcal{O}(\epsilon)\): The slow manifold is given by the \(d \to 0\) limit of the expression (F.15),

$$\lim_{d \to 0} h(x) = \frac{9x}{(x + 1)^2}, \quad (F.19)$$

which corresponds to \(y_U = 1 - y_A - y_B = 0\). Another way of seeing this is computing \(g(x, z, 0)\) from (F.6) in the limit \(d \to 0\), which gives \(2z(3 - \alpha) = 0 \iff 3 - \alpha = 0 \iff y_U = 0\). The reduced dynamics on the slow manifold...
are given by substituting (F.19) in (F.18)

\[
\dot{x} = f(x, h(x), 0) \\
= \sigma \frac{(x + 1)^2}{9} \left[ \frac{9x}{(x + 1)^2} + 1 - \alpha \left( x, \frac{9x}{(x + 1)^2} \right) + \beta \left( x, \frac{9x}{(x + 1)^2} \right) \right] \\
= \sigma \frac{(x + 1)^2}{9} \left[ \frac{9x}{(x + 1)^2} - 2 \right] \frac{3(x - 1)}{(x + 1)}. 
\]

Equilibria of (F.20) are \( x_{eq} = -1, \frac{1}{2}, 1, 2 \). These equilibria and their stability are summarized in Table F.1. The two stable equilibria, \( x_{eq} = \frac{1}{2} \) and \( x_{eq} = 2 \), correspond to \( y_B = 1 \) and \( y_A = 1 \), respectively. The unstable equilibrium \( z_{eq} = 1 \) corresponds to \( y_A = y_B = \frac{1}{2} \). The \( x_{eq} = -1 \) equilibrium is rejected since the dynamics are only defined for \( x \in \left[ \frac{1}{2}, 2 \right] \).

<table>
<thead>
<tr>
<th>Table F.1: Equilibria and stability for the reduced dynamics (F.20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{eq} )</td>
</tr>
<tr>
<td>( z_{eq} )</td>
</tr>
<tr>
<td>( y_{aeq} = \frac{2x_{eq} - 1}{x_{eq} + 1} )</td>
</tr>
<tr>
<td>( y_{beq} = 1 - y_{aeq} )</td>
</tr>
<tr>
<td>( \frac{\partial f(x, h(x), 0)}{\partial x} )</td>
</tr>
</tbody>
</table>

| Stability | Stable | Unstable | Stable |

- \( d = 1, \Delta v = 0 \): A general expression for the equilibria of (F.18), even for the symmetric case \( \Delta v = 0 \), is challenging to determine. However, for \( d = 1 \), analytical expressions for the equilibria and their stability are summarized in Table F.2. In practice, the expressions from Table F.2 hold for a broad range of \( d \) as long as \( \bar{v} \) is sufficiently large.

Note that from Equation (7.4) (and assuming \( \sigma = \mathcal{O}(v) \)),

\[
\lim_{v \to \infty} p_1 = \lim_{v \to \infty} \left( \frac{1}{v^2} + 1 + \sqrt{\frac{1}{v^2} + \frac{2}{v^2} + 9 + 4}, \frac{2}{\frac{1}{v^2} + 1 + \sqrt{\frac{1}{v^2} + \frac{2}{v^2} + 9 + 4}} \right) = \left( \frac{2}{1 + \sqrt{13}}, \frac{2}{1 + \sqrt{13}} \right),
\]
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Table F.2: Equilibria and stability for the reduced dynamics (F.18) with $d = 1$ and $\Delta v = 0$

<table>
<thead>
<tr>
<th>$x_{eq}$</th>
<th>2</th>
<th>1</th>
<th>$\frac{1}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{eq}$</td>
<td>2</td>
<td>$\frac{1}{18}(19 + 5\sqrt{13})$</td>
<td>2</td>
</tr>
<tr>
<td>$y_{Aeq}$</td>
<td>1</td>
<td>$\frac{2}{1+\sqrt{13}}$</td>
<td>0</td>
</tr>
<tr>
<td>$y_{Beq}$</td>
<td>0</td>
<td>$\frac{2}{1+\sqrt{13}}$</td>
<td>1</td>
</tr>
<tr>
<td>$\frac{\partial f(x,h(x),0)}{\partial x}$</td>
<td>$-\frac{4\sigma}{15}$</td>
<td>$\frac{4-\sqrt{13}}{3}\sigma$</td>
<td>$-\frac{4\sigma}{15}$</td>
</tr>
</tbody>
</table>

Stability | Stable | Unstable | Stable

which is precisely the unstable equilibrium point corresponding to $x_{eq} = 1$ in Table F.2. Similarly, for $\sigma = \mathcal{O}(v)$, $\lim_{v \to \infty} p_2 = (1,0)$ and $\lim_{v \to \infty} p_3 = (0,1)$, which are precisely the two stable equilibria corresponding to $x_{eq} = 2$ and $x_{eq} = \frac{1}{2}$ in Table F.2, respectively. Hence, the equilibria of the reduced dynamics (F.18) and their stability match exactly those of the full dynamics computed in (7.4), in the limit as $v \to \infty$ and $\sigma = \mathcal{O}(v)$.

### Appendix G

**Edge Detection**

This section describes a simple algorithm to find the boundaries of an object in a specified region $\mathcal{R}$ of parameter space. Though we use the planar case $\mathbb{R}^2$ for illustration, the algorithm works generally in $\mathbb{R}^N$. The region $\mathcal{R}$ is assumed to contain a domain $\mathcal{D}$, the boundary of which we intend to find.

**Assumptions:**

1. For each point $p \in \mathcal{R} \subset \mathbb{R}^N$, there is a map $f : \mathbb{R}^N \mapsto \{0, 1\}$ such that $f(p) = 1$ denotes a point inside the domain $\mathcal{D}$ and $f(p) = 0$ denotes a point outside $\mathcal{D}$.
2. Initial inside \((f(p_{in}) = 1)\) and outside \((f(p_{out}) = 0)\) points are easy to determine, such that the straight line from \(p_{out}\) to \(p_{in}\) has a single boundary in between.

**Algorithm:**

1. Initialize a point \(p_{in}\) inside \(D\) (i.e. \(f(p_{in}) = 1\)) and a point \(p_{out}\) outside \(D\) (i.e. \(f(p_{out}) = 0\)).
2. Compute \(f(p_{mid})\) where \(p_{mid} = \frac{1}{2}(p_{in} + p_{out})\).
3. If \(f(p_{mid}) = 1\) then set \(f(p_{in}) = f(p_{mid})\). Else set \(f(p_{out}) = f(p_{mid})\).
4. Iterate steps 2 and 3 until \(\|f(p_{in}) - f(p_{out})\| < \epsilon\) for some chosen \(\epsilon\).

One iteration of the algorithm above is illustrated in the figure below. A single run of the algorithm to convergence produce one point on the boundary. Successive points may be obtained by running the algorithm on several initializations of \(p_{in}\) and \(p_{out}\) (potentially randomly). The main computational barrier is the mapping \(f\).
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